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Editorial
The Network Tools and Applications in Biology  
(NETTAB) series of workshops in Bioinformatics held 
its “NETTAB 2012 workshop focused on integrated 
Bio-Search, 14-16 November 2012, Como, Italy.

The NETTAB 2012 workshop was held under the 
patronage of Bioinformatics Italian Society (BITS) 
and the European Molecular Biology network 
(EMBnet).

The event featured a range of lively and stim-
ulating scientific sessions focused on innovative 
Information and Communication Technologies 
(ICT), tools, systems, applications and perspec-
tives applied to the biomedical domain.

The EMBnet.journal is very pleased to publish 
the contributions to the workshop presented at 
this important event.

For this special issue (18.B), the selection of ar-
ticles was overseen by the Conference Scientific 
Committee, while the layout and logistics were 
organised by the EMBnet.Journal Editorial Team. 

For future conferences, our Online Journal 
System (OJS) can also be used for receiving, ar-
chiving and managing the full review process 
– note that we recently also published the pro-
ceedings of the Bioinformatics Italian Society 
(BITS) (Issue 18.A) 9th Annual Meeting, May 2-4, 
2012, and the First Scientific Meeting of the COST 
Action, SeqAhead (issue 17.B). 

We therefore welcome contributions from oth-
er Societies and Networks, and encourage inter-
ested parties to contact members of the Editorial 
Board.
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Bioinformatics ITalian Society

www.bioinformatics.it

BITS is a scientific society founded in 2003 
with the aim of studying and disseminat-
ing Bioinformatics in the academic and 
research contest as well as in the tech-
nological and applicative world. In Italy, 
the foundation of BITS started in 1999 
by a SIBBM working group for the co-
operation in bioinformatics (“Gruppo di 
Cooperazione Bioinformatica”) and then 
also by ABCD, has greatly promoted the 
spreading of the bioinformatics disci-
pline in the Italian scientific community. 
The joining of researchers from different 
scientific areas, not only biology, is the 
consequence of the multidisciplinary na-
ture of bioinformatics, and BITS has now 
about 250 members which constitute a 
young community with expertise and in-
terest in bioinformatics and the different 
“classical” disciplines converging on it 
(molecular biology, biochemistry, genet-
ics, medicine,  biophysics, informatics, 
mathematics, statistics, physics). 

BITS is recognized by the International 
Society for Computational Biology (ISCB) 
as an affiliated Regional Group. BITS ac-
tivities include the organization of the 
annual scientific meeting of the Society, 
the support to numerous scientific events 
proposed by BITS members, distribution 
of news of interest for the involved com-
munity of researchers by means of its 
web site and mailing list, the coordina-
tion of educational initiatives in Italy, and 
the support for the participation of Italian 
researchers to international events and 
projects of relevance. 

BITS is glad to sponsor the NETTAB2012 
workshop and wishes the Organizers and 
participants a successful meeting.
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Preface 
NETTAB 2012 
Workshop on “Integrated Bio-Search”

Marco Masseroli1, Paolo Romano2, Frédérique 
Lisacek3

1Politecnico di Milano, Milan, Italy
2IRCCS San Martino IST, Genova, Italy
3SIB Swiss Institute of Bioinformatics, Geneva, Switzerland

NETTAB Workshops are a series of International 
meetings on “Network Tools and Applications in 
Biology” held annually in Italy. They are aimed 
at introducing participants to the most promis-
ing among those innovative Information and 
Communication Technologies (ICTs) that are 
being applied to the biomedical application 
domain. Workshops include many focused ses-
sions which are devoted to tools, systems, ap-
plications, and perspectives. Keynote lectures 
introduce the sessions’ topics, and are followed 
by presentations selected from among the sub-
mitted contributions after peer review by mem-
bers of the Scientific Committee. Discussion is a 
key factor, both within sessions and in a special 
Panel Discussion. Tutorials and poster sessions 
complete the agenda of the NETTAB workshops.
Each year, the workshop is focused on a differ-
ent technology or domain. Since 2001, many 
different topics, often related to data integra-
tion issues, were discussed. These included, e.g.,  
Standardization for data integration (Genoa, 
2001), Multi agent systems (Bologna, 2002), 
Scientific workflows (Naples, 2005), Grid and 
Web Services (Santa Margherita di Pula, 2006), 
The Semantic Web (Pisa, 2007), Collaborative 
research and development (Catania, 2009), 
Biological wikis (Naples, 2010), and Clinical 
Bioinformatics (Pavia, 2011).

The NETTAB 2012 workshop, the twelfth in the 
series, was held in Como, Italy, on November 14-
16 2012.

Its rationale is based on the consideration 
that the data deluge of the current post-genom-

ic era is providing scientists with potentially very 
valuable information, but it makes difficult to find 
and extract from the increasing available high-
throughput omics data those information that 
are most reliable, specific and most related to 
the biomedical questions to be answered. Such 
questions are increasingly complex and they 
often simultaneously regard many heteroge-
neous aspects of an organism, tissue, cell and 
the role of all biomolecular entities. Several of 
these questions can be addressed only by com-
prehensively searching different types of data, 
which generally are distributed in many hetero-
geneous sources. Usually, scientists explore these 
data by using the individual search services and 
tools available in Internet and they then struggle 
in combining the essential information in order 
to answers their global questions. In this context, 
moreover, quality and consistency checking is a 
central issue that should be brought up

Searching and combining all open and linked 
data and algorithmic sources has the potential 
of reshaping the scenario of current bioinformat-
ics applications, going beyond the capabilities 
of conventional tools, Web services and existing 
search engines. Yet, it also presents new techno-
logical challenges.

Solving data integration and automatic ex-
traction problems requires new solutions, includ-
ing the use of universal URIs, efficient indexing, 
partial or approximate value matching, rank 
aggregation, continuous or push-based search, 
exploratory methods and context-aware para-
digms, collaborative and social search, and 
building new efficient information retrieval ap-
proaches, based on automation of workflows 
too that may contribute to new “good practices” 
in data searching, retrieval, and integration, with 
the specific goal of ensuring quality of proce-
dures, as well as their reproducibility coupled 
with efficiency and efficacy.

On these premises, then, the NETTAB 2012 
workshop has been focused on “Integrated Bio-
Search”, which includes all aspects that relate to 
technologies, methods, architectures, systems 
and applications for searching, retrieving, inte-
grating and analyzing data, information, knowl-
edge, infrastructures, services and tools that are 
required to answer complex bio-medical-mo-
lecular questions.

Workshop topics included four main areas. 
The first area relates to data integration. It in-
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Oral presentations
Claudio Angione
Bachir Balech
Esra Erdem
Giovanni Felici
Francesca Finotello
Matteo Gabetta
Francisco Gómez-Vela
Alejandra Gonzalez-Beltran
Claudia Gugenmus 
Víctor Martínez
Marco Masseroli
Marco Muselli
Carmen Navarro
Piergiorgio Palla
Uberto Pozzoli
François Rechenmann
Fabio Rinaldi
Patrick Ruch
Bahar Sateli
Saif Ur-Rehman

Speakers

cludes syntactic and semantic methods and 
algorithms for biological and clinical data and 
knowledge integration, information and knowl-
edge retrieval, data and knowledge query, data, 
information and knowledge extraction, and data 
and knowledge mining.

The second area refers to new and optimized 
technologies for data management. It includes 
federated databases, data warehouses, and tri-
ple stores. It also includes topics as biomedical 
terminologies and ontologies, systems’ interoper-
ability, natural language processing, and scien-
tific workflow processing.

Tools and platforms for molecular data man-
agement and storage, deep sequencing analy-
sis, omics data computing, search computing, 
decision support, and clinical bioinformatics 
are the third topic area, while the fourth area in-
cludes examples of applications of these meth-
ods, technologies and tools in different biomedi-
cal domains, such as knowledge assessment, 
integration, discovery, and validation, drug de-
sign, diagnosis and prognosis support, and per-
sonalized medicine.

The Call for abstracts was able to attract 34 
submissions for oral communications. From 

these submissions, the Scientific Committee of 
the workshop was able to select 12 oral com-
munications, seven short oral communications, 
and three technological communications from 
industry. All submissions underwent peer re-
view by at least two members of the Scientific 
Committee. At the workshop, 29 posters were 
also presented. Submissions for posters were also 
peer reviewed by one or two members of the 
Scientific Committee. This Supplement therefore 
includes about 50 abstracts, all revised accord-
ing to reviews, which are grouped by submission 
type and ordered by first author name.

The NETTAB 2012 workshop has been a great 
meeting for all researchers involved in data 
search and integration in biology and medicine. 
It was possible to discuss ideas, and doubts, 
with such scientists as Erik Bongcam-Rudloff, 
Barend Mons, Eric Neumann, Alexander Kel, Katy 
Wolstencroft, who accepted to give invited lec-
tures and tutorials, and many others who enthusi-
astically joined the workshop.

And, of course, the workshop has been a great 
occasion to enjoy Italian lifestyle....

Keynote Speakers
Erik Bongcam-Rudloff
Swedish University of Agricultural Sciences, and 
Uppsala University, Sweden

Barend Mons
Leiden University Medical Center, and 
Netherlands Bioinformatics Center, The 
Netherlands

Eric Neumann
PanGenX, and Clinical Semantics Technologies, 
USA

Tutorials
Alexander Kel
GeneXplain GmbH, Wolfenbüttel, Germany, 
and Biosoft.ru, Skolkovo Center of Bioinformatics, 
Novosibirsk, Russian Federation

Katy Wolstencroft
School of Computer Science, University of 
Manchester, United Kingdom
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Editors
Marco Masseroli  Politecnico di Milano, Milan, Italy
Paolo Romano   IRCCS San Martino IST, Genoa, Italy
Frédérique Lisacek  SIB Swiss Institute of Bioinformatics, Geneva, Switzerland

Editorial Staff
Davide Chicco   Politecnico di Milano, Milan, Italy
Arif Canakoglu   Politecnico di Milano, Milan, Italy

Chairs and Conference Committees
Chairs
Marco Masseroli  Politecnico di Milano, Milan, Italy
Paolo Romano   IRCCS San Martino IST, Genoa, Italy
Frédérique Lisacek  SIB Swiss Institute of Bioinformatics, Geneva, Switzerland

Scientific committee
Francisco Azuaje  Centre de Recherche Public de la Santé, Luxemburg
Riccardo Bellazzi  University of Pavia, Italy
Olivier Bodenreider  National Institutes of Health, USA
Mario Cannataro  University “Magna Græcia” of Catanzaro, Italy
Bastien Chopard  Swiss Institute of Bioinformatics, University of Geneva, Switzerland
Marie-Dominique Devignes CNRS LORIA, France
Christine Froidevaux  University Paris-Sud, France
Carole Goble   The University of Manchester, United Kingdom
Nicolas le Novère  European Bioinformatics Institute, United Kingdom
Ulf Leser   Humboldt University, Germany
Frédérique Lisacek  SIB Swiss Institute of Bioinformatics, Geneva, Switzerland
Paolo Magni   University of Pavia, Italy
Roberto Marangoni  University of Pisa, Italy
Marco Masseroli  Politecnico di Milano, Milan, Italy
Luciano Milanesi  Biomedical Technologies Institute, CNR, Italy
Paolo Missier   Newcaste University, United Kingdom
Heiko Muller   Istituto Italiano di Tecnologia, Italy
Norman Paton   University of Manchester, United Kingdom
Horacio Pérez-Sánchez  University of Murcia, Spain
Paolo Romano   IRCCS San Martino IST, Genoa, Italy
Patrick Ruch   University of Applied Sciences, Geneva, Switzerland
Indra Neil Sarkar  University of Vermont, USA

Organising Committee
Marco Masseroli  Politecnico di Milano, Milan, Italy
Arif Canakoglu   Politecnico di Milano, Milan, Italy
Davide Chicco   Politecnico di Milano, Milan, Italy

Organization Staff
Centro Studi Scientifici “Alessandro Volta”, Como, Italy
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Supporting Institutes, Scientific Societies and Projects
The workshop is held under the patronage of

and with support from

Sponsors

Bioinformatics Italian Society
http://www.bioinformatics.it/

EMBnet: the Global Bioinformatics Network
http://www.embnet.org/ 

Politecnico di Milano, Italy
http://www.polimi.it/

San Martino IST, Genoa, Italy
http://www.hsanmartino.it/

Flagship INTEROMICS Project Search Computing (SeCo) Project
http://www.search-computing.it/ 

CNR BIOINFORMATCS Project
http://www.cnr.it/sitocnr/

CRC Press 
http://www.crcpress.com/

Camera di Commercio di Como
http://www.co.camcom.gov.it/

SIB Swiss Institute of Bioinformatics
http://www.isb-sib.ch/
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Scientific Programme

NETTAB 2012
Workshop on “Integrated Bio-Search”

14-16 November 2012, Como, Italy
http://www.nettab.org/2012/
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Scientific Programme
Wednesday November 14
  9.00 - 10.50 Tutorial 1

Multi-scale data integration and virtual exploration from promoters, through 
networks to drug targets
Alexander Kel, GeneXplain GmbH, Wolfenbüttel, Germany, and Biosoft.ru, 
Skolkovo Center of Bioinformatics, Novosibirsk, Russian Federation

10.50 - 11.10 Break
11.10 - 13.00 Tutorial 2

The Taverna Workbench: Integrating and analysing biological and clinical 
data with computerised workflows
Katy Wolstencroft, University of Manchester, United Kingdom

13.30 - 14.20 Registration and poster hang-up
14.20 - 14.30 Welcome and Introduction
14.30 - 15.10 Invited Lecture

Integration and analysis of multi-type high-throughput data for biomolecular 
knowledge discovery
Erik Bongcam-Rudloff, Swedish University of Agricultural Sciences, and Uppsala 
University, Sweden

15.10 - 15.50 Scientific Session 1  
Using graph theory to analyze gene network coherence
Francisco Gómez-Vela, Norberto Díaz-Díaz, Jose Antonio Lagares, Jose Antonio 
Sánchez and Jesús S. Aguilar-Ruiz
Network-based gene-disease prioritization using PROPHNET
Víctor Martínez, Carlos Cano and Armando Blanco

15.50 - 16.20 Coffee Break
16.20 - 18.15 Scientific Session 2 

Rational design of organelle compartments in cells
Claudio Angione, Giovanni Carapezza, Jole Costanza, Pietro Lio’ and Giuseppe 
Nicosia
Filtering with alignment free distances for high throughput DNA reads 
assembly
Maria Cristina De Cola, Giovanni Felici, Daniele Santoni and Emanuel Weitschek
A strategy to reduce technical variability and bias in RNA sequencing data 
Francesca Finotello, Enrico Lavezzo, Luisa Barzon, Paolo Mazzon, Paolo 
Fontana, Stefano Toppo, Barbara Di Camillo
Applications of a generic model of genomic variations functional analysis
Sarah N. Mapelli, Uberto Pozzoli
The Biovel project: robust phylogenetic workflows running on the Grid 
Saverio Vicario, Bachir Balech, Giacinto Donvito, Pasquale Notarangelo, 
Graziano Pesole
Ranking-aware integration and explorative search of distributed bio-data
Marco Masseroli, Matteo Picozzi and Giorgio Ghisalberti
Development of a text search engine for medicinal chemistry patents
Emilie Pasche, Julien Gobeill, Fatma Oezdemir-Zaech, Therese Vachon, 
Christian Lovis and Patrick Ruch
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Thursday November 15
8.30 - 9.00 Registration and poster hang-up
9.00 - 9.40 Invited Lecture

Semantics based biomedical knowledge search, integration and discovery
Barend Mons, Leiden University Medical Center, and Netherlands Bioinformatics 
Center, The Netherlands

  9.40 - 10.20 Scientific Session 3
Answering Gene Ontology terms to proteomics questions by supervised 
macro reading in Medline
Julien Gobeill, Emilie Pasche, Douglas Teodoro, Anne-Lise Veuthey and Patrick 
Ruch
IntelliGenWiki: An Intelligent Semantic Wiki for Life Sciences
Bahar Sateli, Marie-Jean Meurs, Gregory Butler, Justin Powlowski, Adrian Tsang 
and René Witte

10.20 - 12.00 Poster and Software Demonstration Session with Coffee Break
12.00 - 13.00 Technological - Industrial Session

Extracting knowledge from biomedical data through Logic Learning 
Machines and Rulex
Marco Muselli
Data modeling: the key to biological data integration
François Rechenmann
GeneGrid: finding disease causing variants in NGS data
Jochen Supper, Claudia Gugenmus, Korbinian Grote and Frederic Eyber

13.00 - 14.00 Lunch Break
14.00 - 15.30 Panel Discussion

Technological and methodological challenges for Integrated Bio-Search
Erik Bongcam-Rudloff, Barend Mons, Eric Neumann, Alexander Kel, François 
Rechenmann, and Stefano Ceri introduce the topic, then open discussion 
follows

15.30 - 19.00 Guided tour of Como and of the Educational Silk Museum of Como
20.00 - 23.00 Social Dinner
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Friday November 16
9.00 - 9.40 Invited Lecture 

Clinical and genomic data integration in support of biomedical research 
and clinical practice
Eric Neumann, PanGenX and Clinical Semantics Technologies, USA

9.40 - 10.40 Scientific Session 4
ROCK: a resource for integrative breast cancer data analysis
Marketa Zvelebil, Costas Mitsopoulos and Saif Ur-Rehman
QTreds: a flexible LIMS for omics laboratories
Piergiorgio Palla, Gianfranco Frau, Laura Vargiu and Patricia Rodriguez-Tomé
The open source ISA software suite and its international user community: 
knowledge management of experimental data
Alejandra Gonzalez-Beltran, Eamonn Maguire, Philippe Rocca-Serra and 
Susanna-Assunta Sansone

10.40 - 11.10 Coffee Break
11.10 - 12.30 Scientific Session 5

The ontogene system: an advanced information extraction application for 
biological literature
Fabio Rinaldi
A semantic collaborative system for the management of translational 
research projects
Matteo Gabetta, Giuseppe Milani, Cristiana Larizza, Valentina Favalli, Eloisa 
Arbustini and Riccardo Bellazzi
BioQuery-ASP: querying biomedical databases and ontologies using 
Answer Set Programming
Esra Erdem, Umut Oztok
DiGSNP: a web tool for Disease-Gene-SNP hierarchical prioritization 
Carmen Navarro, Carlos Cano, Armando Blanco, Fernando García

12.30 - 13.00 Announcement of NETTAB 2013 and Farewell
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Keynote Lectures
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Integration and analysis of multi-type high-throughput data for biomolecular 
knowledge discovery

Erik Bongcam-Rudloff
Department of Animal Breeding and Genetics, Swedish University of Agricultural Sciences, and 
Department of Immunology, Genetics and Pathology, Uppsala University, Sweden

Erik Bongcam-Rudloff received his doctorate 
in medical sciences from Uppsala University, 
Sweden. He is now the Director of the SLU Global 
Bioinformatics Centre (SGBC) at the Swedish 
University of Agricultural Sciences.

Erik was the chairman of EMBnet (2003-2010), 
a science-based group of worldwide collabo-
rating bioinformatics nodes. He also coordinat-
ed the “Test Cases” work package 4 in the FP6 
EMBRACE project (2005-2010). The goal of WP4 
was to collect test cases from the scientific com-
munity to identify real research problems and to 
provide solutions for content and tool integration.

Bongcam-Rudloff is today Chair of SeqAhead, 
a Biomedical European COST Action: “Next 
Generation Sequencing Data Analysis Network” 
and Coordinator of ALLBIO, a FP7 project: 

“Broadening the Bioinformatics Infrastructure to 
unicellular, animal, and plant science”. He is also 
the founder of eBioinformatics.org the creators of 
eBiotools, eBioKit, eBioX and eBioKit.

His main research deals with development 
of bioinformatics solutions for the Life Sciences 
community.

In this talk he will discuss the new techniques 
that are now driving the generation of knowl-
edge (especially in biomedicine and molecular 
life sciences) to new dimensions eg. NGS. He will 
also discuss the new opportunities in human and 
non-human research that these techniques cre-
ate but also the new challenges in the design of 
ontologies for data and methods, and choosing 
common interoperability standards.
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Semantics based biomedical knowledge search, integration and discovery

Barend Mons
Leiden University Medical Center, Leiden, The Netherlands, and Netherlands Bioinformatics Center

Barend Mons holds a chair in Biosemantics at 
the LUMC and is one of the scientific directors of 
NBIC. In addition he acts as a Life Sciences ‘eS-
cience integrator’ in the Netherlands eScience 
centre. Currently, he coordinates the creation 
of the Data Integration and Stewardship Centre 
(DISC-ELIXIR) and in that capacity he is also the 
scientific representative of The Netherlands in the 
interim board of the ELIXIR ESFRI project.

Barend Mons is a molecular biologist by train-
ing and received his PhD on genetic differentia-
tion of malaria parasites from Leiden University 
(1986). He performed over a decade of research 
on malaria genetics and vaccine development, 
also serving for 3 years the research department 
of the European Commission in this field. He did 
gain further experience in science manage-
ment at the Research council of The Netherlands 
(NWO).

Barend is the co founder of three spin-off 
companies in biotechnological and semantic 
technologies. In 2000, he switched back to aca-
demia, focusing on the development of seman-
tic technologies to manage big data and he 
founded the Biosemantics group.

His research is currently focused on nanopub-
lications as a substrate for in silico knowledge 

discovery. Barend is also one of the founders of 
the Concept Web Alliance, with “nanopublica-
tions” as its first brainchild. Nanopublications are 
currently implemented in the semantic project 
of the Innovative Medicines Initiative (IMI) called 
Open PHACTS.

Barend Mons will talk about the role of seman-
tic technologies and related standards applied 
to biomedical-molecular data integration and 
biomedical knowledge search and discovery.

He will challenge several established views in 
the field of the Semantic Web for Life Sciences, 
by also taking into account “data publishing” in 
a broad sense, including, e.g., biomedical com-
munication, intellectual networking, and nano-
publications, with an emphasis on the barriers to 
brake down in order to allow effective data ex-
posure, sharing, searching, and integration, and 
to “in silico” discovery of new biomedical knowl-
edge in the Big Data era.

This talk will introduce the need for a seman-
tics based eScience approach for “in silico” 
knowledge discovery. It will also show how such 
approach can indeed already support search, 
integration, and discovery.
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Clinical and genomic data integration in support of biomedical research and 
clinical practice

Eric Neumann
PanGenX, and Clinical Semantics Technologies, United States

Eric Neumann is a graduate from MIT and holds 
a PhD in neurobiology, developmental genet-
ics, and pharmacology from Case Western 
Reserve University. He is a recognized expert in 
semantic information, and has worked on many 
information initiatives for the pharmaceutical 
and life sciences, including the W3C Semantic 
Web Healthcare and Life Science Interest Group 
(HCLSIG).

Eric Neumann was the Global Head of 
Knowledge Management for Scientific and 
Medical Affairs within Sanofi-Aventis and the 
VP of Informatics at BG Medicine. He founded 
Genstruct (now Sleventa) and has also worked 
at Bolt, Beranek, and Newman (now BBN 
Technologies - Raytheon) on several advanced 
scientific computation projects over the span of 
several years.

He is Founder and CTO of PanGenX, a per-
sonalized medicine company, whose mission is 
to optimize therapeutic care by facilitating the 
discovery and application of medical knowl-
edge towards patient segmentation.

Starting from the current definition of pharma-
cogeomics, in his talk Eric Neumann will show 
how it drives the personalized medicine vision, 
and will discuss what new forms of clinical and 
genomic information will be required for making 
clinical decision in personalized medicine.

He will illustrate some available public data 
sources, showing what they still lack and the 
value of deep focus curation. He will contrast 
data vs. “Actionable Knowledge” and discuss 
how leveraging semantically linked data to help 
progress personalized medicine. He will also ad-
dress large-scale analytics and argue about 
who will benefit from linked knowledge.
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Clinical and genomic data integration in support of biomedical research and 
clinical practice

Alexander Kel
GeneXplain GmbH, Wolfenbüttel, Germany, and  
Biosoft.ru, Skolkovo Center of Bioinformatics, Novosibirsk, Russian Federation

Alexander Kel studied biology and mathemat-
ics at Novosibirsk State University and obtained 
his MS in 1985. He worked for 15 years at the 
Institute of Cytology and Genetics, Russia (ICG) 
finally holding the position of Vice-Head of the 
Theoretical Molecular Genetics Lab. In 1990 he 
received his PhD in Bioinformatics, Molecular 
Biology and Genetics. In 1999 he organized a 
Bioinformatics group at ICG.

From 2000 to 2010, he has been the Senior 
Vice President Research & Development of 
BIOBASE GmbH.

During his career, he has worked in many 
branches of current bioinformatics. He is a pro-
lific author of scientific publications, as well as of 
tutorials and education materials.

In the tutorial, he will approach the analysis 
and modeling of biological systems from sev-
eral practical angles. First, he will introduce into 
systems biology and modeling from a network-

based perspective. He will introduce several 
pathway databases and describe how to use 
them for pathway analysis. Next, he will describe 
computational methods for analysis of path-
way information and for reconstruction of signal 
transduction and gene regulatory pathways us-
ing gene expression data and knowledge from 
the pathway databases. This will be followed 
by methods of analysis of topological proper-
ties of biochemical and regulatory networks. 
This will lead to the application of such methods 
for revealing key nodes in networks as potential 
biomarkers or drug targets. He will then show 
examples of application of these methods for 
identification of disease related biomarkers and 
drug discovery.

The attendees of the tutorial will get demo of 
the online system geneXplain with the aim to en-
able them to use it in their lab.
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The Taverna Workbench: Integrating and analysing biological and clinical 
data with computerised workflows

Katy Wolstencroft
School of Computer Science, University of Manchester, United Kingdom

Katy Wolstencroft is a Research Fellow in the 
School of Computer Science, University of 
Manchester and a visiting researcher in the 
Molecular Cell Physiology group at the Vrije 
Universiteit, Amsterdam. She has a PhD and 
MSc in Bioinformatics from the University of 
Manchester, and a BSc in Biochemistry from the 
University of Leeds.

Katy’s work is primarily in the area of data 
and knowledge integration, where she leads the 
bioinformatics research activities in the myGrid 
consortium. myGrid is a UK e-Science initia-
tive that has produced, amongst other things, 
the Taverna workflows workbench (http://www.
taverna.org.uk/), the myExperiment workflow re-
pository (http://www.myexperiment.org) and the 
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Motivation and Objectives
In recent years there is a growing interest in re-
searching on mitochondria, chloroplasts and 
other mitochondrion-like organelles (e.g. hy-
drogenosomes, mitosomes and apicoplasts) 
because of the integrate bio-search for comor-
bidities-related genes, pathway dysfunctions, the 
energy balance in aging, inflammation and dis-
ease, and the discovery of novel factors involved 
in organelle division, movement, signaling and 
adaptation to varying environmental and patho-
genic conditions.

Furthermore, there is an impressive amount of 
mitochondria and chloroplasts sequence data 
(thousands of mitochondrial sequences from 
many species have been sequenced) that have 
been used in the last ten years to derive the his-
tory of species. Notably, there are no examples 
of examined eukaryotes without a mitochondri-
on-related organelle (Shiflett and Johnson, 2010). 
Despite these research efforts, there is a lack of 
knowledge about the relationships between the 
organelles in a cell and its metabolism. 

We aim at investigating and comparing 
the complexity of these organelles through a 
common framework that includes single- and 
multi-objective optimization, robustness analysis 
and sensitivity analysis. The possibility of multi-
objective-optimization in organelles such as the 
mitochondrion may be related to the different 
tasks of maximizing the ATP or the heat, or inter-
mediate compounds of the Krebs cycle in order 
to provide input for biosynthetic pathways (e.g. 
the amino acids synthesis).

Furthermore, rather than focusing only on 
networks of molecules, we think of the cell as an 
integrated system (Yoneda et al, 2009). Indeed, 
the systems biology approach, i.e. taking into 
account only molecular networks, misses the 
analysis of the organization provided by orga-
nelles. An organelle can be viewed as a func-
tional organization of macromolecules working 
to accomplish essential cellular functions. Many 
conditions depend on a variety of environmental 
and other factors, and therefore cannot be fully 

investigated by conventional molecular-level 
approaches.

Methods
The cell contains many membrane-bound or-
ganelles, each specialized in one or more 
functions. External reactions can be thought of 
as links between organelles, since they involve 
metabolites found both in the cytoplasm and 
in the organelles. In our framework (Figure 1), we 
take into account complete models of the or-
ganelles in the cell, whose state space reflects 
its metabolism. The genetic algorithm underlying 
the optimization allows us to reach the optimal 
Pareto-front, i.e. to move the front towards the 
optimal point (e.g., maximum ATP and NADH), 
which is unfeasible if the two objective are nega-
tively correlated with one another. The framework 
is implemented in MATLAB.

Results and Discussion
The genetic and the energy-converting net-
works of mitochondria and chloroplasts are 
descended, with little modification, from those 
of their ancestor bacteria. In this regard, we ex-
plore how the optimization and the Pareto front 
analysis can provide interesting insights into the 
evolutionary dynamics leading to the formation 
of organelle compartmentalization in the single- 
and multi-celled life. Furthermore, the sensitivity 
and robustness analyses can detect clusters of 
parameters corresponding to clusters of chemi-
cal reactions, which are often found in the cell 
and reflect the presence of different pathways or 
membrane-bound organelles. The interplay be-
tween optimization, sensitivity and robustness is 
useful not merely to reach the optimal configura-
tion for the organelles, but also to conduct tenta-
tive analyses on their parameters.

We have applied our framework to investigate 
models of organelles, e.g. mitochondria and 
chloroplasts. In the mitochondrial model (Bazil et 
al, 2010), we found that the most sensitive pa-
rameters are the Hexokinase max rate and the 
F1F0 ATP synthase activity. In the multi-objective 
optimization stage we analyzed the ATP-NADH 
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Pareto front obtained with several calcium con-
centrations: if Ca2+ increases, we obtain an 
increase in NADH formation, while ATP remains 
constant; if Ca2+ drastically decreases, there is 
a lower ATP synthesis. Unexpectedly, with a slow 
decrease of Ca2+, both objectives are maxi-
mized. Our results highlight also that the natural 
mitochondrion is more robust than the optimized 
one, as it features a global robustness value of 
26.94% and a local value of 9.00%.

In the chloroplast model (Zhu et al, 2007), our 
framework detected RuBisCO and GAP dehy-
drogenase as the most sensitive enzymes of the 
C3 cycle. The Pareto fronts allowed us to find a 
trade-off between the maximization of the CO2 
uptake rate and the minimization of the nitrogen 
consumption, with the aim of absorbing more 
CO2 while consuming less “leaf-fuel”. RuBisCO 
and PGA kinase are the most robust enzymes.

The functional optimization is not partitioned 
or delegated to the organelles. The selection is 
on the phenotype and acts on the whole cell’s 
compartmentalized genomes. Indeed, it is the 
whole protozoan cell that competes with other 

protozoa. The fact that an organelle is kept dur-
ing the evolution means that its contribution to 
the overall protozoan’s fitness is not marginal, 
i.e., the presence of the organelle ensures some 
advantages over losing it. The contribution of 
each organelle is both to maximize the energy 
production and to coevolve with the other cell 
structures, so as to ensure the maximum fitness 
of the cell. The organelles in a cell play also a key 
role in the neuronal degeneration. In this regard, 
neurotransmitters are found in vesicles, i.e. tiny or-
ganelles that allow to respond to packets (“units”) 
of neuronal chemical signaling.

Following our framework and extending it, in 
the near future we plan to design, analyze and 
optimize the metabolism of systems composed 
of different species living and interacting in the 
same organism. In this project we have per-
formed an in silico design that can explore the 
reaction network and seek in the search space 
the solutions that optimize two or more objec-
tives. Therefore, our approach lies in the field 
of computational metabolic engineering. This 
kind of analysis could easily highlight the com-

Figure 1.  Framework for the rational design of the organelle network in the cell. [Left] First, we analyze the model in its high-
dimensional parameter space and evaluate the sensitivity of all its parameters by perturbing them in a neighborhood 
of the original values. The sensitivity analysis gives both insights into the role of each parameter and hints for a possible 
model order reduction a technique widely used to reduce the complexity of a given model. [Center] Then, we perform a 
multi-objective optimization on the organelle metabolism, in order to find the Pareto-optimal front involving two or more 
metabolites of interest (e.g., ATP and NADH). [Right] Finally, we evaluate the robustness of the Pareto-optimal solutions. Kitano 
has remarked on the need for a general theory of biological robustness. According to him, a system is robust if it maintains 
its functionality, even if it transits through a new steady state (a) or if it is unstable. According to (Stracquadanio and Nicosia, 
2011), the robustness of a system is the number of robust trials over the total number of trials; a perturbation trial is said to be 
robust when the perturbation is in the robust neighborhood (b) such that the output remains in a given interval. According 
to Gunawardena, the robustness to change of initial conditions is called dynamical stability. For instance one can evaluate 
the differences in the dynamics of the system (c); indeed, as highlighted by (Stelling et al, 2004) robustness can also apply 
to dynamic processes in development. 
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plementarity of different metabolic networks. 
For instance, mitochondria and chloroplasts are 
(usually) both found in plants, and are part of the 
same functional pipeline: starting from CO2, the 
photosynthesis in the chloroplast creates glucose 
that enters the mitochondria to create ATP.

The model of the whole cell of a human patho-
gen (Karr et al, 2012) has opened new frontiers in 
this research field. The whole-cell model refers 
to the Mycoplasma genitalium and consists of 
28 submodels accounting for all the biological 
functions of the cell. We have already applied 
our methodology to Flux Balance Analysis, Gene-
Protein-Reaction associations, Ordinary Differential 
Equations (ODEs) and Differential Algebraic 
Equations (DAEs). Hence, our framework is suitable 
for general purpose or black-box analysis, enabling 
us to investigate not only the model of metabolism, 
but also the whole-cell model. Our final goal is to 
improve our methodology in order to tackle any 
BioCAD problem.

In each Pareto front we have considered the 
single organelle, while in the cell there are usually 
many organelles that could differ for activity de-
pending on their location in the cell. In a network 
of organelles, most of the reactions involve more 
than one organelle; an appropriate approach 
would be to build a Pareto front where each me-
tabolite belongs to a different organelle in the 
network, linking with a set of Delay Differential 
Equations (DDEs). DDEs differ from ODEs in that 
they allow rates of change to depend on the state 

of the system at an earlier time. In organelle sys-
tems, DDEs could account for diffusion processes 
and maturation events.

The integrated bio-search for a diseased, 
perturbed, misfunctional pathway often needs 
an accurate understanding of the relationships 
and interactions of that pathway with the orga-
nelle network system. The methodology pro-
posed in our work could address most questions 
emerging in neurodegenerative and cancer 
disease investigation, which are focused on the 
interaction between organelle networks and 
cellular metabolism.
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Motivation and Objectives
The output of a high throughput next genera-
tion sequencing (NGS) machine is a collection 
of short reads, which have to be properly as-
sembled in order to reconstruct the original DNA 
sequence of the analyzed organism (Metzker, 
2010; Earl, 2011). The DNA sequence assembly 
process is based on aligning and merging these 
reads for effectively reconstructing the real pri-
mary structure of the DNA sample sequence or 
reference genome. The use of NGS machines 
results in much larger sets of reads to be as-
sembled, posing new problems for computer 
scientists and bioinformaticians. In particular, 
a relevant issue is related with the trade-off be-
tween precision of the assembly process and its 
computational time, stating the need for faster 
methods that can keep pace with the speed 
and volume of reads that are generated with 
NGS. An important step in DNA assembly is the 
identification of a subset of read pairs that have 
a high probability of being aligned sequentially 
in the reconstruction. Such step is often referred 
to as filtering, and amounts in selecting a signifi-
cantly smaller subset of the initial set of read pairs 
(whose dimension is quadratic in the number of 
initial reads) that can be then processed by an 
alignment algorithm, usually quite time consum-
ing. The desired effect of filtering is then to quick-
ly filter out from the candidate set of read pairs 
those that would not provide a good alignment 
in the following phase. The computation cost of 
filtering should then be balanced by the speed-
up obtained when a smaller set of read pairs is 
considered for alignment.

In this work we propose and test the use of 
alignment free distances to evaluate the similar-
ity between two short reads as a technique for 
filtering good read pairs to be assembled. 

The method operates in constant time in the 
string length and is tested in its ability to emu-
late, with a proper level of precision, much more 

time consuming methods to evaluate the simi-
larity between short DNA sequences, such as the 
established Needleman-Wunsch edit distance 
(Needleman, Wunsch, and Christian, 1970), of-
ten used in the final step of the assembly proce-
dure. These preliminary experiments show the ef-
ficacy of this approach for filtering the promising 
read pairs - eligible candidates to successfully 
assemble the entire genome of a given organ-
ism. Therefore, the alignment free reads filtering 
may significantly accelerate the assembly pro-
cess without a substantial loss in accuracy of the 
DNA sample sequence reconstruction.

Methods
ODNA sequence assembly
The DNA sequence assembly process is based 
on the alignment and merging of reads (stretch 
of sequences) in order to reconstruct the original 
primary structure of the DNA sample sequences. 
Given a set of sequences S = {S1, S2, …, sn}, where 
s ∈ S is a fragment of the primary structure of DNA 
(read) (e.g. s = {ATTCGA...CTGACT}), assembly is in 
charge of building the longest sequence from the 
set S where each pair of consequent reads obey 
certain similarity conditions. 

DNA read pairs filtering and Alignment 
Free Distance
This step identifies the promising read pairs in or-
der to reduce the amount of input data given 
to the real assembly algorithm. We adopted a 
very quick measure of the similarity between 
two reads, Alignment Free (AF) based distance 
(Vinga and Almeida, 2003). AF computes the 
similarity of two strings based only on the diction-
ary of their substrings, irrespective of their relative 
position. As a dictionary we considered the set 
of 4-mer (sequences composed of 4 different 
nucleotides) and then built a profile for each 
read composed by the relative frequencies of 
each 4-mer in the read. The Euclidean distance 
between the profiles of two reads was taken as 
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an inverse measure of the similarity of the two 
reads and thus as an indication that the two 
reads formed a promising pair to be considered 
in the assembly phase. AF filtering was then used 
defining a proper threshold on the AF distance 
and discarding all the pairs that exhibited a AF 
distance above the threshold. Computational 
complexity of AF distance is a constant linearly 
bounded by the number of k-mers adopted and 
the length of the strings to be compared.

Comparing with other distances: Needleman-
Wunsch and “Bowtie” distance
Along with AF we considered the well-established 
Needleman-Wunsch edit distance (NW) and 
compared them in their ability to identify signifi-
cant pairs. This comparison was based on the 
computation of a sort of perfect distance com-
puted after an alignment over an already known 
sequence has been performed. Such distance, 
referred to as Bowtie distance (BT), was obtained 
as follows: 
a. a large number of reads coming from a 

known sequence were considered; 
b. hese reads were aligned over the known se-

quence using the standard Bowtie algorithm 
(Langmead et al, 2009); 

c. any two reads received a maximum BT dis-
tance if their alignment did not intersect over 
the reference sequence, else they received 
a distance inversely proportional to their inter-
section over the sequence (e.g., they would 
have BT distance equal to 0 if they were 

aligned one on top (or inside) of the other by 
the Bowtie algorithm). By construction we as-
sumed BT distance to be the reference dis-
tance, e.g., the distance that expressed the 
best possible alignments - being based on 
the knowledge of the reference sequence - 
and tested the correlation of AF and NW with 
BT; moreover, we verified the ability of AF and 
NW to predict that a given read pair had BT 
distance above or below a given threshold.

Results and Discussion
For our test we considered the E.Coli genome 
and a set of reads from this genome reads ob-
tained by Roche 454 sequencing machine. 
Reads have average length of ~235 nucleo-
tides and standard deviation of approx. 10 (the 
large majority of them having length in the inter-
val 225-245). Reads were aligned with the refer-
ence sequence with Bowtie and then 100,000 
were sampled at random according to their 
alignment along the sequence. Reads were 
considered both forward and reversed, giving 
rise to a total of 200,0002 read pairs. All 620,798 
read pairs with BT distance < 1 were considered 
for the experiments; then, out of the remaining 
pairs, 233,099 were sampled at random. A to-
tal of 853,897 read pairs composed the working 
data set. For all these reads, NW distance and AF 
distance over the 4-mer were computed. AF, NW 
and BT distances were all normalized between 0 
(maximal similarity) and 1 (maximal dissimilarity). 
The first interesting results was that the correla-

Figure 1. Error curves for predictors of BT. Error rates of threshold predictors for BT based on AF are plotted in the charts of the 
first row; predictors for BT based on AF are in the second row; blue lines represent True positive rates, red lines represent true 
negative rates.robustness can also apply to dynamic processes in development. 
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tion between distances showed that AF approxi-
mates BT somehow better than NW: we obtained 
a correlation coefficient of 0.761 for AF and BT, 
compared with a smaller 0.706 when NW and BT 
were considered (coherently, correlation between 
AF and NW is 0,721). The second interesting results 
was obtained when we compared the ability of 
AF and NW to predict whether BT was above or 
below a given threshold. We defined a threshold 
predictor for a given function F2 based on function 
F1 and on a given pair a1, a2 as follows: if (F1 < a1) 
then predict (F2 < a2), else predict (F2 ≥ a2). To a 
given pair (a1, a2), we associated the measure of 
True Positive rate (TP) (percentage of cases where 
(F1 < a1) and (F2 < a2) and of True Negative rate 
(TN) (percentage of cases where (F1 ≥ a1) and (F2 
≥ a2); analogously we defined False Positive rate 
(FP) and False Negative rate (FN). 

For each (a1, a2) with both values ranging from 
0 to 1, we then computed, with step 0.05, the 
positive and negative error rates taking AF as a 
predictor of BT and NW as a predictor of BT. Part of 
the results are summarized in the charts of Figure 
1, that show for 3 different levels of a2 (0.1, 0.2, and 
0.3) the precision of the predictors (y-axis) when 
the value of a1 is changed (x-axis), both when AF 
is used as a predictor of BT (charts in the first row) 
and when NW is used as a predictor of BT (charts 
in second row). Similar results are obtained also 

for other levels of a2, here omitted for brevity. The 
curves bring to light very clearly how AF is a very 
good threshold predictor for BT for the considered 
data; despite its light computational complexity, 
it appears to perform significantly better than the 
more complex NW edit distance when its ability to 
support a threshold predictor is considered.
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Motivation and Objectives
Translational research projects aim at combin-
ing -omics, structural and functional studies with 
clinical investigation results to translate basic 
knowledge of genetic diseases into routine clini-
cal practice. Biomedical informatics can fruitfully 
support this kind of research by implementing 
information technology solutions to support the 
multidisciplinary project team in the different 
phases of its investigation.

In this paper we present a semantic wiki-
based system purposely implemented for sup-
porting the consortium members of the EU 
project Inheritance in sharing and disseminat-
ing data and knowledge about genetic di-
lated cardiomyopathies (DCM) [Ahamad et al, 
2005]. It consists of a collaborative system that is 
used to track project activities, share ideas and 
data, foster exchange of information between 
the investigators to support several activities of 
the INHERITANCE translational research project. 
Moreover, it can be used to easily manage the 
scientific research products by adding semantic 
tags on the basis of the underlying knowledge 
model. A Natural Language Processing (NLP) 
based module has been developed to this aim; 
it extracts the relevant molecular and medical 
concepts from the scientific material shared by 
the project team and store them as RDF form by 
enabling the semantic querying of data

Methods
The INHERITANCE Project’s Semantic Wiki has 
been designed and implemented for two pur-
poses: to manage in a collaborative and fast 
shareable way information and documents re-
lated to the organizational aspects of the pro-
ject and to allow users to share scientific docu-
ments automatically analysed and annotated 
thanks to an integrated NLP based tool.

To build such a Wiki we choose to extend 
the standard MediaWiki [web site: http://www.
mediawiki.org/wiki/MediaWiki], last accessed 

on July 27, 2012) platform with its most popular 
semantic extension, called Semantic MediaWiki 
[Krotzsch et al, 2006].

The first step of the environment setup consist-
ed of defining the Categories necessary to mod-
el the information managed inside the Wiki, and 
the Templates and Forms, which are required to 
define the content of each category.

In the first release of the Wiki we have im-
plemented the “Person”, “Organization”, 
“Meeting” and “Work Package” Categories to 
represent the organizational aspects of the 
project, and the “Protein”, “Gene” and “Dilated 
Cardiomyopathy Documents” Categories to 
model the scientific aspects.

In the typical system use case the authorized 
users manually insert the organizational data us-
ing the proper Templates and Forms; these infor-
mation will be available for any further interroga-
tion with the smart querying tools available in the 
Wiki. The main reason for not implementing an 
automatic import process of these data from the 
project material is their actual nature: indeed they 
are spread among many different documents, 
but their relatively small number doesn’t justify the 
presence of an automatic extraction tool.

Differently, the scientific knowledge manage-
ment section of the Wiki is designed to deal with 
an arbitrary large number of documents; there-
fore we implemented, on top of the Wiki, a con-
cept extraction system able to: a) let the user up-
load a document (in plain text, pdf or MS Word 
format) and choose the name of the Wiki page 
where the document will be stored; b) extract 
genes and proteins cited inside the document, 
recursively checking if the gene/protein is already 
present in the Wiki (otherwise a page for the new 
gene/protein is created) and link these pages to 
the one containing the document; c) add the 
page representing the document to the Wiki.

To realize such a solution we designed a serv-
let directly accessible from a special page of the 
Wiki called “NLP”; the concept extraction module 

http://www.mediawiki.org/wiki/MediaWiki]
http://www.mediawiki.org/wiki/MediaWiki]
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of the servlet is based on Gate [H. Cunningham, 
2002], an open-source library for natural lan-
guage processing. This tool combines a stand-
ard (and already implemented) text analysis 
pipeline with some modules purposely devel-
oped in order to extract the cited genes (exploit-
ing the Entrez Gene NCBI’s database [Maglott 
et al, 2005]) and proteins (exploiting Uniprot [The 
UniProt Consortium, 2012]).

In addition, when a new page representing a 
gene or a protein is created, the system, thanks 
to the NCBI Entrez Programming Utilities tools 
[web site: http://www.ncbi.nlm.nih.gov/books/
NBK25500/] (last accessed on July 27, 2012), 
automatically associates to the page the five 
most recent articles from Pubmed that have that 
gene/protein as topic.

Once the Wiki has been populated with the 
project’s data, it is possible to perform, beyond 
all the standard tasks of a traditional Wiki (up-
date, content modification, old pages restore, 
discussion, etc.), also some smart querying op-
erations that exploit the semantic nature of the 

data. The semantic query tools available in the 
Wiki use two distinct languages: a simple query 
language, to perform queries within the Wiki’s 
data, and SPARQL [Herman, 2008] that is the 
standard query language for the semantic web, 
opening the Wiki to the possibility of a future inte-
gration with many other available repositories of 
linked data [web site: http://linkeddata.org/] (last 
accessed on July 27, 2012).

Results and Discussion
Actually, the INHERITANCE semantic wiki is up 
and running at the URL http://www.labmedinfo.
org:8123/mediawiki/index.php/Main _ Page and 
is made available to all the consortium members 
to track the project activities (meetings, partners, 
work packages) and manage every product of 
the project (deliverables, scientific papers). A 
Summary page has been defined to synthetize 
all the project activities and participants infor-
mation. Moreover, the RelFinder browser [http://
www.visualdataweb.org/relfinder.php] (last ac-
cessed on July 30, 2012), useful to look for rela-

Figure 1 – The Semantic Wiki architecture and the Main, Summary and Find Relations project pages screenshots

http://www.ncbi.nlm.nih.gov/books/NBK25500/
http://www.ncbi.nlm.nih.gov/books/NBK25500/
http://linkeddata.org/
ttp://www.labmedinfo.org:8123/mediawiki/index.php/Main_Page
ttp://www.labmedinfo.org:8123/mediawiki/index.php/Main_Page
http://www.visualdataweb.org/relfinder.php
http://www.visualdataweb.org/relfinder.php
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tions between keywords inside the wiki and show 
the relations graph (eg. Person- Organization or 
Meeting-Organization relations), has been made 
available (Figure 1).

Currently the main goal of the semantic wiki is 
to support the INHERITANCE research group from 
two distinct points of view: the organizational and 
the scientific data management and sharing. 
While all the features related to the organization-
al aspects have been developed and tested by 
the users, the scientific knowledge management 
section of the wiki is still under development. The 
current prototype provides some basic features 
such as the scientific documents storage and 
mapping to custom categories, the NLP facilities 
for data extraction and the automatic linkage to 
relevant scientific literature. Nonetheless the up-
grade of the system with new tools (e.g. link to 
specific DCM resources and integration with bio-
logical databases) doesn’t entail relevant tech-
nical problem, and its actual implementation, 
although planned, depends on the future devel-
opments of the INHERITANCE project and on the 
users’ feedback after the system evaluation.

At this moment the NLP based module has 
been used to annotate 10 documents and ex-
tract 13 genes and 10 proteins. In future we plan 

to link the data to external resources from across 
the Linked Data community.
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Motivation and Objectives
Biomedical professionals have at their disposal 
a huge amount of literature. But when they have 
a precise question, they often have to deal with 
too many documents to efficiently find the ap-
propriate answers in a reasonable time. Faced 
to this literature overload, the need for auto-
matic assistance has been largely pointed out, 
and PubMed is argued to be only the beginning 
on how scientists use the biomedical literature 
(Hunter and Cohen, 2006).

Ontology-based search engines began to 
introduce semantics in search results. These sys-
tems still display documents, but the user visu-
alizes clusters of PubMed results according to 
concepts which were extracted from the ab-
stracts. GoPubMed (Doms and Schroeder, 2005) 
and EBIMed (Rebholz-Schuhmann et al, 2007) 
are popular examples of such ontology-based 
search engines in the biomedical domain. 
Question Answering (QA) systems are argued to 
be the next generation of semantic search en-
gines (Wren, 2011). QA systems no more display 
documents but directly concepts which were ex-
tracted from the search results; these concepts 
are supposed to answer the user’s question for-
mulated in natural language. EAGLi (Gobeill et 
al, 2009), our locally developed system, is an 
example of such QA search engines.

Thus, both ontology-based and QA search 
engines, share the crucial task of efficiently ex-
tracting concepts from the result set, i.e. a set of 
documents. This task is sometimes called macro 
reading, in contrast with micro reading – or clas-
sification, categorization – which is a traditional 
Natural Language Processing task that aims at 
extracting concepts from a single document 
(Mitchell et al, 2009).

This paper focuses on macro reading of 
MEDLINE abstracts. Several experiments have 
been reported to find the best way to extract 
ontology terms out of a single MEDLINE abstract, 
i.e. micro reading. In particular, (Trieschnigg et al, 

2009) compared the performances of six clas-
sification systems for reproducing the manual 
Medical Subject Headings (MeSH) annotation 
of a MEDLINE abstract. The evaluated systems 
included two morphosyntactic classifiers (some-
times also called thesaurus-based), which aim 
at literally finding ontology terms in the abstract 
by alignment of words, and a machine learning 
(or supervised) classifier, which aims at inferring 
the annotation from a knowledge base contain-
ing already annotated abstracts. The authors 
concluded that the machine learning approach 
outperformed the morphosyntactic ones. But the 
macro reading task is fundamentally different, as 
we look for the best way to extract then combine 
ontology terms from a set of MEDLINE abstracts.

The issue investigated in this paper is: to what 
extent the differences observed between two 
classifiers for a micro reading task are observed 
for a macro reading one? In particular, the re-
dundancy hypothesis claims that the redundan-
cy in large textual collections such as the Web or 
MEDLINE tends to smoothe performance differ-
ences across classifiers (Lin, 2007). To address this 
question, we compared a morphosyntactic and 
a machine learning classifiers for both tasks, fo-
cusing on the extraction of Gene Ontology (GO) 
terms, a controlled vocabulary for the charac-
terization of proteins functions. The micro read-
ing task consisted in extracting GO terms from 
a single MEDLINE abstract, as in the Trieschnigg 
et al’s work; the macro reading task consisted in 
extracting GO terms from a set of MEDLINE ab-
stracts in order to answer to proteomics questions 
asked to the EAGLi QA system.

Methods
We evaluated two statistical classifiers which-
were both studied in the Trieschnigg et al’s work. 
The morphosyntactic classifier was EAGL. It is 
described comprehensively in (Ruch, 2006). It 
showed very competitive results when it was com-
pared to other state-of-the-art morphosyntactic 
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classifiers, as during the official BioCreative I eval-
uation (Blaschke et al, 2005) or in the Trieschnigg 
et al’s work against Metamap (Aronson and 
Lang, 2010). The machine learning classifier was 
a k-NN. The k-NN is a remarkably simple and scal-
able algorithm which assigns to a new abstract 
the GO terms that are the most prevalent among 
the k most similar abstracts contained in a knowl-
edge base (Manning and Schütze, 1999). The 
knowledge base was designed from the GOA 
database, which contains 85’000 manually cu-
rated abstracts and is available at http://www.
ebi.ac.uk/GOA/, Last accessed on August 1st, 
2012). These abstracts were indexed with a clas-
sical Information Retrieval engine (Ounis et al, 
2006) and, for each input text, the k=100 most 
lexically similar ones were retrieved in order to in-
fer the GO terms.

For the micro reading task, we designed a so 
called GOA benchmark of one thousand MEDLINE 
abstracts sampled from the GOA database; the 
classifiers were evaluated on their ability to extract 
the GO terms that were manually associated with 
these abstracts by the GOA experts. For the macro 
reading task, we designed two benchmarks of fifty 
questions by exploiting two biological databases: 
the Comparative Toxicogenomics Database (CTD) 
contains more than 2’800 chemicals annotated 
with GO terms, and is available at http://ctdbase.
org/ (Last accessed on August 1st, 2012); the UniProt 
database contains millions of proteins annotated 
with GO terms, and is available at http://www.
uniprot.org/ (Last accessed on August 1st, 2012). 
Questions were sampled from these databases 
and dealt with molecular functions and a given 
chemical compound, such as “what molecu-
lar functions are affected by Aminophenols ?”, or 
cellular components and a given protein, such 
as “what cellular component is the location of 
NPHP1?”. The classifiers were successively embed-
ded in the EAGLi’s QA engine for extracting GO 
terms from a set of one hundred MEDLINE abstracts 
retrieved by EAGLi for each question. The most 
prevalent GO terms extracted from these abstracts 
were then proposed as answers by the QA engine. 
Please refer to (Gobeill et al, 2009) for a deeper 
description of EAGLi. Thus, their evaluation was ex-
trinsic and was based on their ability to extract GO 
terms from a set of abstracts and then provide to 
EAGLi the answers contained in the databases.

There were on average 2.8 GO terms per 
abstract to return in the GOA benchmark, and 

30/1.3 GO terms per question to find (literally to 
answer) for respectively the CTD/UniProt bench-
mark. As both categorizers output a ranked list of 
candidate GO term, we chose metrics from the 
Information Retrieval domain that were well-es-
tablished during the TREC campaigns (Voorhees 
et al, 2001). For precision considerations, we 
computed the Mean Reciprocal Rank (MRR) 
which is the multiplicative inverse of the rank of 
the first correct outputted GO term.

Results and Discussion
For the micro reading task (i.e. extracting GO 
terms from a single abstract), as in the Trieschnigg 
et al’s work with MeSH classification, the machine 
learning classifier (k-NN) outperforms the mor-
phosyntactic one (EAGL). For the macro read-
ing task (i.e. extracting GO terms from a set of 
abstracts), for both benchmarks, the k-NN also 
outperforms EAGL, and the observed differences 
in top-precision are similar and consistent with 
the micro-reading task. These results weaken the 
redundancy hypothesis, as the performance of 
classifiers for micro reading tasks appears to be 
of importance for macro reading tasks.

It is worth observing that, unlike other 
text mining tasks, Information Retrieval and 
Question Answering have been largely resisting 
to machine learning advances (Athenikosa and 
Hanb, 2009). Ontology-based search engines 
powered with morphosyntactic classifiers could 
benefit from such a new component, as it al-
lows to inject knowledge contained in curated 
databases in the result set. This could provide 
promising research pathways for the biomedi-
cal data mining community.

Beyond comparisons, our QA engine with su-
pervised macro reading in MEDLINE achieved a 
top-precision ranging from 0.58 to 0.69 to answer 

Table1: top-precision for both GO classifiers observed in mi-
cro reading then macro reading tasks, along with the per-
centage of improvement with the k-NN.

Micro 
reading 
task

Macro reading task

GOA 
bench-
mark

CTD 
bench-
mark

UniProt 
bench-
mark

EAGL 0,23 0,34 0,33

k-NN .48 +109% .69 +103% .58 +76%

http://www.ebi.ac.uk/GOA/
http://www.ebi.ac.uk/GOA/
http://ctdbase.org/
http://ctdbase.org/
http://www.uniprot.org/ 
http://www.uniprot.org/ 
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proteomics questions. This performance allows 
its users to save time on consulting the litera-
ture, as well as to automatically produce func-
tion predictions for massive proteomics datasets, 
such as in (Anton et al, 2012). EAGLi is available 
at http://eagl.unige.ch/EAGLi/ (Last accessed on 
August 1st, 2012).
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Motivation and Objectives
Gene networks (GNs) have become one of the 
most important approaches for modelling gene-
gene relationships in Bioinformatics (Hecker et al, 
2009). These networks allow us to carry out studies 
of different biological processes in a visual way. 

Many GN inference algorithms have been 
developed as techniques for extracting biologi-
cal knowledge (Ponzoni et al, 2007; Gallo et al, 
2011). Once the network has been generated, 
it is very important to assure network reliability 
in order to illustrate the quality of the generated 
model. The quality of a GN can be measured by 
a direct comparison between the obtained GN 
and prior biological knowledge (Wei and Li, 2007; 
Zhou and Wong, 2011). However, these both ap-
proaches are not entirely accurate as they only 
take direct gene–gene interactions into account 
for the validation task, leaving aside the weak (in-
direct) relationships (Poyatos, 2011).

In this work the authors present a new meth-
odology to assess the biological coherence of a 
GN. This coherence is obtained according to dif-
ferent biological gene-gene relationships sourc-
es. Our proposal is able to perform a complete 
functional analysis of the input GN. With this aim, 
graph theory is used to consider not only direct 
relationships but indirect ones as well.

Methods
The aim of our proposal is to evaluate the func-
tional coherence of an input GN. The coherence 
is calculated according to current gene-gene 
interaction knowledge which is stored in public 
biological databases (DB). Thus, graph theory 
is applied with the aim of considering all gene-
gene relationships (i.e. direct and indirect rela-
tionships) presented in the Input Network (IN).

Our approach works in various steps. First,the 
IN and the DB are converted into distance matri-
ces (DM) using Floyd-Warshall algorithm (Asghar 
et al, 2012). This approach is a graph analysis 
method that solves the shortest path problem. 
This algorithm uses an adjacency matrix to com-

pute the minimum path for every pair of genes. 
In this sense, the shortest path between two ver-
tices is computed by incrementally improving 
an estimate on the shortest path between those 
vertices, until the estimate is optimal. Hence, 
the minimum distance of all gene pair combi-
nations are computed and stored in DMin and 
DMdb, respectively. Furthermore, a distance 
threshold (δ) is used to exclude relationships that 
lack biological meaning. This threshold denotes 
the maximum distance to be considered as rel-
evant in the DM generation process. Thus, if the 
minimum distance between two genes is great-
er than δ, then no path between the genes will 
be assumed.

Once the distance matrices have been ob-
tained, they are combined to generate a new 
one. The new matrix, hereafter called Coherence 
Matrix (CM), contains the existing gap between the 
common genes in either the DMin and the DMdb.

Where CM(i,j)= |DMin(i,j) – DMdb(i,j)| denotes the 
coherence of relationship between gene gi and 
gene gj with regard to the information stored in 
DB. Note that, relationships between genes within 
IN and DB will be only considered to generate 
CM. It is not possible to establish the quality of 
the rest of the relationships. DB contains no infor-
mation to ascertain whether the relationships are 
biologically relevant or not.

According to the coherence values stored in 
CM and to an accuracy coherence level (θ), the 
differences and similarities between the GN and 
DB could be obtained. The differences are classi-
fied as false positives and  false negatives, while 
the similarities as true positives and true negatives. 
Therefore, if CM(i,j) is greater than θ it will be con-
sidered as a false positive, while if it is less than or 
equal to θ, it will be computed as true positive. In 
case there is no path between gi and gj in the  IN, 
neither in DB (IN(i,j)=DB(i,j)=infinite), it will be con-
sidered as a true negative. Nevertheless, if there is 
no path in IN but there is in DB, it will computed as 
a false negative.
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Results and Discussion
In order to assess the robustness of our proposal, 
we present a set of analysis of different yeast cell 
cycle networks using four prior biological know-
ledge data sets. 

Input networks were produced applying four 
inference network techniques (Soinov et al, 2003; 
Bulashevska and Eils 2005; Ponzoni et al, 2007; 
Gallo et al, 2011) on the well-known yeast cell 
cycle expression data set (Spellman et al, 1998). 
Finally, the functional coherence of  GNs gene-
rated is measured using our proposal according 
to the gene-gene interaction knowledge stored 
in BioGRID (Stark et al, 2010), KEGG (Kanehisa et 
al, 2012), SGD (Cherry et al, 2012) and YeastNet 
(Lee et al, 2007).

Multiple studies were carried out using differ-
ent threshold value combinations. δ and θ have 
been modified from one to five, generating 25 
diffe-rent combinations. The results show that 
the higher δ values, the greater is the noise in-
troduced. Coherence level threshold (θ) shows 
similar behavior; the lower θ, the smaller is the 
noise. The most representative result, summa-
rized in Table 1, was obtained for δ=4 and θ=1. 
This combination has a biological meaning. For 
each gene, only the interactions in a radius of 
four should be considered as relevant. Moreover, 
they ought to have a difference no greater than 
1 to be considered as valid. 

Table 1 shows that inference method pro-
posed by Gallo (GRNCOP2) generates the most 
reliable result, although Ponzoni technique 
(GRNCOP) provides the best result in three of 
the four data sets. Soinov approach obtains the 
worst values.

These results are consistent with the experi-
ment carried out in (Ponzoni et al, 2007) and 
(Gallo et al, 2011). GRNCOP was successfully 

compared with Soinov and Bulashevska ap-
proaches, while Gallo et al presented a detailed 
analysis of the performance of GRNCOP and 
GRNCOP2, where the last one shows the most 
stable result. These behaviors are also found in 
the obtained results. GRNCOP presents better 
coherence values than Soinov and Bulashevska 
in BioGrid, SGD and YeastNet. Similarly, GRNCOP2 
obtains more stable values than GRNCOP, espe-
cially for F-measure.
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Motivation and Objectives
Both in academia and industry, data generation 
is currently in the order of petabytes in the bio-
medical domain. The availability of this massive 
amount of data brings with it many challenges, 
especially when considering data sharing and 
integration aiming at a later re-use. In this con-
text, the adoption of standard formats, minimum 
information guidelines and terminologies/ontolo-
gies for the rich annotation of experimental data 
is crucial. Annotation is a time-consuming task 
that must be supported by software tools, which 
should also enable querying, linking, integrating, 
reasoning and analysing the data as well as the 
information about it.

The Investigation/Study/Assay (ISA) infrastruc-
ture (Rocca-Serra et al 2010) aims at facilitating 
this rich description of heterogeneous experi-
mental data and supporting the different steps 
of the data management workflow. The infra-
structure revolves around a general-purpose file 
format (ISA-Tab) and includes an open source 
software suite supporting compliance with com-
munity standards and dealing with the harmo-
nization of the experimental metadata. The ulti-
mate goal is to allow for the gradual progression 
from unstructured, usually non-digital metadata 

kept in lab notebooks to structure data that can 
be interpreted by machines (see Figure 1). The 
success of the ISA infrastructure is evidenced by 
the growing ISA Commons community (Sansone 
et al 2012), which encompasses increasingly 
diverse domains varying from metabolomics, 
(meta)genomics, proteomics, system biology to 
environmental health, environmental genomics 
and stem cell discovery (Ho Sui et al 2012). 

We will present the components of the ISA in-
frastructure, the rationale behind them and their 
evolution. In particular, we will introduce our ef-
forts to expand the infrastructure into three im-
portant directions: collaboration in a cloud en-
vironment, support for analysis with R, and the 
semantic web world. We will show use cases to 
exemplify the usage of the ISA infrastructure.

Methods
The ISA infrastructure software suite is the first one to 
support both experimentalists and curators in the 
description of multi-assay experiments (Rocca-
Serra et al 2010). Studies using high-throughput 
(post)genomic technologies may involve multi-
ple assays. For example, a system biology study 
in yeast (Castrillo et al 2007) includes transcrip-
tion, metabolite and protein profiling using DNA 
microarray, NMR spectroscopy and mass spec-

Figure 1. Experimental information with increasing level of structure.
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troscopy, respectively.(BII-S-1: http://www.ebi.
ac.uk/bioinvindex/study.seam?studyId=BII-S-1, 
(last accessed on 23rd July 2012).

The ISA-Tab format was designed to be do-
main-agnostic and includes the description of 
the experiments’ contextual information such as 
the samples characteristics, the technology and 
measurement types, the instruments’ parame-
ters used, among other things. The availability of 
this metadata is crucial for the reproducibility of 
the experiments and posterior data re-use", i.e. 
add 'the' in 'for the reproducibility. 

The ISA tools are open source (http://isa-
tools.org/, GitHub: https://github.com/ISA-tools, 
(last accessed on 23rd July 2012) and follow a 
modular architecture, with standalone compo-
nents providing functionality for each step of the 
data management workflow: ISAcreator offers 
spreadsheet-based data acquisition and cura-
tion relying on BioPortal services (http://bioportal.
bioontology.org); ISAconfigurator enables con-
formance to reporting standards (data formats, 
minimum information checklists, terminologies/
ontologies); the Bioinvestigation Index provides 
for storage in a searchable repository with con-
figurable access; ISAconverter facilitates refor-
matting for a growing number of acceptable 
formats; the tools enable submission of data to 
public repositories, validation and visualization.

Community engagement through case stu-
dies has been fundamental in the develop-
ment of the infrastructure, and this community is 
grouped into the ISA commons (Sansone et al, 
2012), ISA commons: http://isacommons.org/ last 
accessed on 23rd July 2012. The website attempts 
to list ISA users who have adopted or extended 
the format and/or tools for both public and private 
resources. An example resource using the ISA in-
frastructure is Metabolights (http://www.ebi.ac.uk/
metabolights (last accessed on 27th September 
2012) for metabolomics experiments.

The latest additions in the ISA software suite, 
described next, are: OntoMaton, Risa and 
isa2owl.

OntoMaton provides support for online col-
laborative data curation (Maguire et al 2012). It 
is implemented in Javascript using Google Apps 
Script API and offers functionality for search-
ing bio-ontologies and for tagging free text 
with terms from ontologies. These functionalities 
rely on the NCBO BioPortal REST Services (http://
www.bioontology.org/wiki/index.php/BioPortal _

REST _ services (last accessed on 23rd July 2012) 
and can be used for general semantic data 
annotation. Additionally, the ISAConfigurator 1.6 
tool, which allows curators to create standards-
compliant templates for ISA-Tab, has been ex-
tended to build templates to be included in the 
Google cloud environment and combined with 
OntoMaton. The OntoMaton Google Template 
can be found at: https://drive.google.com/tem
plates?type=spreadsheets&q=ontomaton (last 
accessed on July 23rd 2012). 

The Risa package, available in BioConductor 
2.11 (http://www.bioconductor.org/packages/2.11/
bioc/html/Risa.html (last accessed on 27th 
September 2012), offers methods for parsing ISA-
Tab datasets and building R objects that can be 
used for analysis using domain specific pack-
ages. Risa also provides interfaces to some of 
these domain specific R packages, such as the 
xcms R package (Tautenhahn et al 2008) if there 
are mass spectrometry assays within the ISA-Tab 
data-set. Also, it is possible to augment the ISA-
Tab metadata after analysis, and save the new 
files from R.

Last but not least, the isa2owl Java package 
follows our approach to expose ISA-Tab datasets 
to the Linked Data cloud. Our methodology relies 
on the definition of mapping files, aligning the 
ISA terminology with existing domain ontologies. 
A noteworthy mapping is that between ISA and 
the Ontology of Biomedical Investigations (OBI)
(Brinkman et al 2010), which in turn is built in the 
Basic Formal Ontology (BFO) framework (Simon et 
al, 2006). Given such mapping, ISA-Tab datasets 
are parsed to populate the ontology, following 
Linked Data best practices such as the five star 
scheme whereby data is made available on the 
web in a structured non-proprietary format using 
URIs for identifying elements and linking to other 
data to provide context (Heath and Bizer 2011). 
This approach allows for semantic querying, dis-
covery of links to other resources and reasoning 
over the ISA-Tab metadata.

Results and Discussion
The ISA infrastructure provides a comprehensive 
solution to the knowledge management chal-
lenges for experimental data in the biomedical 
domain. The modular architecture of the open 
source ISA tools enables users to adopt, and 
if necessary extend, one or more of the tools 
according to their specific needs. The underly-

http://www.ebi.ac.uk/bioinvindex/study.seam?studyId=BII-S-1
http://www.ebi.ac.uk/bioinvindex/study.seam?studyId=BII-S-1
http://isa-tools.org/
http://isa-tools.org/
https://github.com/ISA-tools
http://bioportal.bioontology.org
http://bioportal.bioontology.org
http://isacommons.org/
http://www.ebi.ac.uk/metabolights
http://www.ebi.ac.uk/metabolights
http://www.bioontology.org/wiki/index.php/BioPortal_REST_services,
http://www.bioontology.org/wiki/index.php/BioPortal_REST_services,
http://www.bioontology.org/wiki/index.php/BioPortal_REST_services,
https://drive.google.com/templates?type=spreadsheets&q=ontomaton
https://drive.google.com/templates?type=spreadsheets&q=ontomaton
http://www.bioconductor.org/packages/2.11/bioc/html/Risa.html
http://www.bioconductor.org/packages/2.11/bioc/html/Risa.html
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ing ISA-Tab cross-domain format has proven to 
be generic enough and simple enough to be 
adopted by a large and growing community: 
the ISA commons. 

The latest components of the ISA infrastruc-
ture offer support for collaborative semantic an-
notation in the cloud-computing environment 
of Google spreadsheets (OntoMaton), interface 
to popular data analysis packages (Risa), and a 
large number of new opportunities for querying, 
linking and reasoning about the data through 
transformation to RDF/OWL (isa2owl), making ISA-
Tab datasets available in the linked data world. 
We are confident these tools will continue to fa-
cilitate important data management tasks in the 
context of massive amounts of data being gen-
erated in the biomedical domain.
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Network-based gene-disease prioritization using PROPHNET
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Motivation and Objectives
A major goal in biomedicine is to determine the 
underlying genetic causes of human diseases in 
order to better understand  them and support 
their prevention and treatment. However, the ge-
netic bases of many multifactorial diseases are 
still unclear, and high-throughput technologies 
typically report hundred or thousands of genes 
associated to a disease of interest. In this con-
text is where gene-disease prioritization methods 
are of use. These computational methods make 
use of available data to obtain prioritized lists of 
genes (diseases) associated to a query set of dis-
eases (genes). Prioritization is based on “guilt-by-
association” which states that biological entities 
that are associated or interacting are more likely 
to share function. This allows to infer new relation-
ships from already known interactions.

Many network-based prioritization methods 
have been proposed in the literature, perform-
ing well across different validation tests (Wang et 
al., 2011; Barabasi et al., 2011; Navlakha et al., 
2010). We focus our study on two recent meth-
ods: rcNet (Hwang et al., 2011) and domainRBF 
(Zhang et al., 2011) since they outperform previ-
ous methods. Despite their good performance, 
these methods have clear limitations. First, they 
are strongly tailored to a specific domain of inter-
est (gene-disease prioritization for rcNet and pro-
tein domain-disease prioritization for domainRBF, 
respectively). Hence, they cannot be applied 
to the prioritization of other biological entities of 
interest. Second, they do not allow to consider 
more than two types of networks for performing 
the prioritization (gene and disease networks in 
rcNet and domain and disease networks in do-
mainRBF). However, we hypothesise that simul-
taneously integrating data from more than two 
complementary sources may improve the ob-
tained results. For example, a gene-disease pri-
oritization may benefit from known relationships 
between genes and diseases, but also from 
known interactions between drugs targeting cer-
tain genes to prevent or treat a specific disease. 

We present ProphNet, a generic method of 
prioritization that achieves a better performance 

by integrating and propagating information in 
an arbitrary number of heterogeneous data 
networks. Our method is generic since it allows 
to prioritize any biological entity of any kind with 
respect to some biological entities of another 
kind. Therefore, the user can customize the goal 
of the prioritization task (disease-gene, domain-
disease, etc.) and the networks that are being 
taking into account for prophNet to achieve this 
goal. ProphNet is available as a web applica-
tion at http://genome2.ugr.es/prophnet/. MATLAB 
source code, datasets and detailed experiments 
can also be downloaded at http://genome2.ugr.
es/prophnet/prophnet.zip. In this talk we present 
prophNet and compare its results to those ob-
tained by rcNet and domainRBF in two cases of 
study associated to gene-disease and domain-
disease prioritization, respectively.

Methods
To perform the prioritization task, our method 
measures the influence of a query set of bio-
logical entities of a certain type (e.g. genes or 
diseases) in a target set of entities of another 
type (e.g. diseases or genes, respectively). To this 
end, the algorithm uses a graph representation 
of data sources where each node corresponds 
to a biological entity of a type of interest (gene/
protein, disease, protein domain, etc.), and the 
arcs between two nodes are labeled with a 
weight (from 0 to 1) representing the strength of 
the relationship between the connected entities. 
These weights are derived from different biologi-
cal sources and their interpretation varies de-
pending on the type of the connected entities 
and the final goal of the study. The nodes of the 
graph may also be labeled with a value, repre-
senting the degree of association of each entity 
to the query or target set.

Our method integrates a set of networks, 
each one connecting entities of one type, into 
a global network in which entities of different 
types are interconnected. In this work we focus 
on the prioritization of entities of different types, 
i.e. the query and target sets belong to two differ-
ent networks. A simplified version of the method 
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described below can be used to prioritize bio-
logical entities with respect to other entities of the 
same type (basically limiting the propagation to 
other networks).

To measure the degree of relationship be-
tween the query set and the target set, we first 
assign an initial value to the nodes of these sets. 
This initial value is set to 1/|X| by default, where 
|X| is the cardinal of the query set and target 
set, respectively. However, the initial values as-
signed to the entities of the query set may also 
be different in case we want to assign a different 
relative importance to the elements in this set, 
always satisfying that the sum of the assigned 
values equals one both in the target and query 
sets. Nodes not in the query or target sets are ini-
tially set to 0. 

After the initial values have been set, these 
node values are propagated within each net-
work and between networks. The propagation 
within a network is performed using the Flow 
Propagation algorithm (Vanunu et al., 2008) that 
iteratively propagates node values until conver-
gence, taking into account the weight of the arc 
connecting two entities to perform the propaga-
tion of node values between these entities. The 
propagation of values from one network A to a 
neighbor network B is performed by assigning 
each node in B directly connected to nodes in 
A the average of the values of the neighbour 
nodes in A. Neighbour nodes which are con-
nected with an arc labeled with a weight below 
a defined threshold are not considered in order 
to reduce the propagation noise. 

This propagation within and between net-
works is performed through all the networks in the 
path connecting the query network to the target 
network. This process causes the nodes of the 
networks adjacent to the target network to take 
a value based on their degree of relationship to 
the query set.

Finally, to calculate the degree of relation-
ship between the query set and the target set, 
we compute the correlation between the values 
of the target nodes and the values of the nodes 
from adjacent networks directly connected to 
the target nodes. To obtain a prioritized list of 
genes (target) associated to a particular disease 
(query), this prioritization algorithm is applied it-
eratively using each node (gene) from the target 
network as the target set and computing the de-
gree of relationship with the query disease. The 

prioritized list is obtained by ordering the resultant 
correlation values in decreasing order. Since our 
method requires to iteratively compute correla-
tion values for each query node and each target 
node, ProphNet is computationally expensive. 
However, it can be highly optimized by pre-cal-
culating propagation scores in target networks 
and using parallelization techniques for fast re-
sponse times. This way, a typical run for a gene-
disease prioritization task takes a few seconds in 
our servers. 

Results and Discussion
To compare the results obtained by prophNet 
with those obtained by state-of-the-art meth-
ods such as rcNet and domainRBF, we applied 
prophNet to the prioritization of genes-diseases 
and domain-diseases, respectively. 

To perform a fair comparison of the results, we 
used the same data sources and methodology 
applied by rcNet and domainRBF to build the 
global network. The phenotype network was ex-
tracted from OMIM using text-mining techniques 
(van Driel et al., 2006) yielding a phenotype net-
work with 5080 diseases. The phenotype-gene 
connections were extracted from OMIM using 
BioMart. The gene network was obtained from 
the Human Protein Reference Database (HPRD) 
and the protein domain network was derived 
from DOMINE and InterDom, with the domain-
gene and domain-phenotype relationships ex-
tracted from Pfam.

We ran rcNet, domainRBF and ProphNet and 
tested their performance on different leave-one-
out (LOO) cross-validation experiments. These 
LOO experiments were created by iteratively re-
moving one gene-disease or one domain-dis-
ease relation from the available global network 
and using the corresponding gene or domain as 
query to check whether the prioritization method 
was able to predict the removed relationship. 
The accuracy of the result was measured as the 
rank assigned to the disease associated to the 
removed relation. 

Apart from the LOO cross-validation experi-
ments, we also performed experiments to test 
whether the different methods were able to pre-
dict new associations recently added to OMIM. 

To measure the performance of the different 
prioritization methods, we computed Receiver 
Operating Characteristic (ROC) curves (data not 
shown due to format restriction) by plotting the 
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fraction of true positives out of the positives vs. 
the fraction of false positives out of the nega-
tives, at various threshold settings. Areas under 
the ROC curves (AUC) and the average position 
in which the correct entity was ranked (see Table 
1) are also computed.

The obtained results show that prophNet out-
performs the other methods in all the proposed 
experiments, achieving the best avg. ranking po-
sition with the lowest standard deviation. A t-test 
has been performed on the mean ranking val-
ues obtained by the two algorithms compared in 
each expermient. The obtained p-values are less 
than 0.0001 for all the tests. 

Although ProphNet results are significantly bet-
ter than those obtained by other methods, a high 
mean ranking value was obtained due to the 
high variability of the results. Detailed results (not 
shown) reveal that although in most LOO runs the 
correct disease is prioritized at the top positions, 
for a small fraction of cases the disease is much 

worse ranked, increasing the mean ranking value. 
Further studies are needed to analyze these cas-
es to improve the results of the algorithm. 

ProphNet was also applied to obtain prior-
itized lists of genes associated to Alzheimer, 
Diabetes Mellitus Type II and Breast Cancer (re-
sults not shown). The resultant top-ranked genes 
were related to these diseases according to re-
cent publications in the literature.
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 Table1: comparison of results for cross-validation experi-
ments and new predictions for gene-disease and domain-
disease prioritization tasks. Our method clearly outperforms 
rcNet and domainRBF in terms of AUC and mean ranking 
values. All ranking values are computed for a list of 5080 
diseases. ROC curves associated to the AUC values were 
not included due to format restrictions.

Test Method AUC Mean 
rank (Std. 
Dev)

Norm. 
Mean 
rank

LOO gene-
disease

ProphNet 0,94 309.28 
(811.51)

0.0609 
(0.1597)

prioritization rcNet 0,81 987.77 
(1243.59)

0.1944 
(0.2448)

New gene ProphNet 0,81 980.37 
(1329.85)

0.1930 
(0.2618)

prioritization rcNet 0,72 1441.59 
(1476.84)

0.2835 
(0.2907)

LOO domain-
disease

ProphNet 0,93 346.87 
(779.09)

0.0683 
(0.1537)

prioritization domain-
RBF

0,87 671.58 
(1199.2)

0.1322 
(0.2361)
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Motivation and Objectives
Advances in DNA/RNA sequencing technolo-
gies and the contemporary introduction of the 
so-called “next-generation” sequencing instru-
ments during the last decade, made it possible 
to automate several steps of the laboratory pro-
cesses, leading to an increased throughput.

As a direct consequence, there has been 
an exponential growth of data being generat-
ed and the development of more efficient and 
complex laboratory procedures.

To efficiently handle the large amounts of 
data produced and to implement a quality con-
trol plan, a Laboratory Information Management 
System (LIMS) is highly-recommended. A LIMS is 
a complex software platform aimed to the man-
agement of the laboratory data and processes. 
Several LIMS are currently available, but most of 
them have prohibitive costs and have proprie-
tary code, lacking often flexibility and scalability. 

We have designed and implemented a 
QUALITY and TRacEability Data System (QTreds), 
a software platform born to address the specific 
needs of the CRS4 sequencing laboratory.

The main purpose of our in-house software 
solution was to provide a system that could help 
researchers to have a complete knowledge of 
the laboratory processes at each step, manag-
ing and verifying the:

• workflow creation
• samples traceability;
• diverse experimental protocols definition;
• inventory of reagents;
• users’ roles and privileges;
• customized report generation.

Tracking and monitoring all the phases of the 
laboratory workflow can help to identify and trou-
bleshoot problems more quickly, reducing the 
risk of process failures and their related costs

Methods
To develop QTreds, we followed a software ap-
proach commonly referred to as Agile. Starting 
from a general description of the needs of the 

laboratory and the main functional requirements 
that the system was expected to have, we cre-
ated a working but incomplete prototype, refin-
ing it constantly through a continuous interaction 
with the researchers and the personnel of the 
laboratory until obtaining the desired results.

QTreds is a web application with a client-serv-
er architecture developed in the Ruby program-
ming language - Ruby web site: http://www.ruby-
lang.org (Last accessed on July 2nd, 2012), using 
the framework Rails - Rails web site: http://www.
rubyonrails.org (Last accessed on July 3rd, 2012). 

QTreds has been developed following a de-
sign pattern known as Model-View-Controller 
(MVC) which assigns to objects of our system one 
of these three roles (Model, View or Controller) 
and defines the way objects communicate with 
each other. Model objects encapsulate the data 
and define the logic and computational meth-
ods to manipulate them. The View is responsible 
for generating a user interface, usually based on 
data in the Model. The Controller acts as an in-
termediary between one or more application’s 
Views and one or more of its Models. 

The persistence layer of the platform was de-
veloped using Active Record, a Rails implemen-
tation of the object-relational mapping (ORM) 
pattern introduced by Martin Fowler – Active 
Record web site: http://ar.rubyonrails.org (Last ac-
cessed on July 2nd, 2012). The latter enables the 
communication between QTreds and the MySQL 
relational database used to store data, thus re-
ducing the need to use the Structured Query 
Language (SQL), but allowing us to use it when-
ever we needed it – MySQL website: http://www.
mysql.com (Last accessed on July 4th, 2012).

The implementation of QTreds also relies on 
the use of different open-source programming 
libraries. The web user interface integrates the 
Views generated through the Rails Action View 
module with the Prototype Javascript Framework 
which enabled us to deal with the Asynchronous 
JavaScript and XML (AJAX) technology in a very 
easy and efficient way - web site: http://www.pro-
totypejs.org (Last accessed on July 4th, 2012). 

http://www.ruby-lang.org
http://www.ruby-lang.org
http://www.rubyonrails.org
http://www.rubyonrails.org
http://ar.rubyonrails.org
http://www.mysql.com
http://www.mysql.com
http://www.prototypejs.org
http://www.prototypejs.org
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Furthermore the use of the script.aculo.us set 
of Javascript libraries - web site: http://script.acu-
lo.us (Last accessed on July 4th, 2012) provides 
us with a visual effects engine, that we used to 
enhance the interactive user experience with the 
application. 

All the activities and operations allowed by 
the QTreds platform can be assigned to four 
functional areas shown in the graphical repre-
sentation below:

The protocol definition is a crucial phase per-
formed by the lab supervisor.

A protocol is a sort of template that describes 
the workflow, that is the sequence of steps of a 
particular class of experiments (for instance, the 
Exome Enrichment Protocol, will list all the steps 
of that kind of experiments: First Hybridization, 
First Wash, Purification, PCR, etc). Each step, that 
we call “activity”, provides a detailed descrip-
tion of the instruments involved, the reagents 
used and the items consumed at a given point 
of an experiment . The lab supervisor can per-
form this protocol definition task using a graphi-
cal user interface or writing an eXtensible Markup 
Language Schema (XML) document, that must 
be compiled following a set rules that we de-
fined and collected in an XML Schema Definition 
(XSD) document. The resulting XML protocol will 
be processed and exploited by the system to 
graphically represent the experiment workflow as 
a “state diagram” that will guide the user step by 
step, enabling him to manage and monitor the 
progression of his experiment.

QTreds is also provided with a system for 
privilege management and authorization. The 
Authorization module defines different user roles, 

each with a different access profile; each role 
includes a set of features and privileges to which 
the assigned user will have access.

At the moment we have implemented six 
main roles: administrator, supervisor, user, inven-
tory manager, analyzer and viewer.

Depending on the role assigned, each user 
will be able to perform different levels of opera-
tions and to access different kinds of information. 
For example a simple user will be allowed to see 
only data related to his experiments or to the pro-
jects in which he is involved, while the adminis-
trator will have a complete view of all the activi-
ties and data processing operations. A user can 
have different roles in different projects.

The Inventory Management module tracks all 
the reagents and items used by the researchers 
for their experiments. It includes different com-
ponents: 1) a Catalog where all the typologies or 
categories of items used in the laboratory have 
to be inserted; 2) a Stock to register the reagents 
and other items physically present in the lab; 3) a 
Topology, which defines a virtual representation 
of the laboratory to keep track of the locations 
of the instruments in which the items are stocked; 
4) a Personal Stock, that is a sort of “shopping 
cart” in which each researcher must insert all the 
reagents and items needed to perform his ex-
periments.

QTreds integrates all aspects of the DNA se-
quencing process which includes sample sub-
mission, handling and tracking and also allows to 
design the workflow of each experiment provid-
ing the data needed for subsequent analyses.

Results and Discussion
QTreds has been developed, starting from the 
needs of the CRS4 Sequencing and Genotyping 
Platform (CSGP), where it has been used since 
June 2011 to make almost 100 DNA library prep-
aration and sequencing experiments, process-
ing over 1500 samples. 

A new version of QTreds is currently under 
test and will be released soon. The new release 
will be provided with an efficient Application 
Programming Interface (API) in order to allow 
smart and automated access to information. 
The API has been implemented according to the 
REpresentational State Transfer (REST) architecture 
(Fielding, 2000). Using this API, any authorized 
user or system will be able to retrieve resources 
and information via a standard Hypertext Transfer 

Figure 1. QTreds functional areas
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Protocol (HTTP) request, providing the opportune 
parameters.

The API will also enable to insert data into 
the QTreds database, creating a bi-directional 
communication channel between our system 
and any other external application or tool. The 
upcoming release will also provide a complete 
reporting system to visualize and export data in 
different file formats. 

A trial version of QTreds is available on de-
mand for academic users. We are setting up a 
web site to give public access to the system. We 
intend to put it online in time for the conference. 
QTreds will be distributed as an open source 
software: the exact license model (copyleft-
style or “permissive” open source) is currently un-
der discussion. Also in this case we will disclose 
our choice very soon. Thanks to its flexibility our 
system can be easily adapted to address the 
issues and the needs of other kinds of labora-
tories; therefore we are currently developing pro-

totypes for some research groups in the fields of 
Metabolomics and Proteomics, with whom we 
are actively collaborating.
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Motivation and Objectives
Over the last decades, the size of patent collec-
tions has strongly increased. Thus, in 2009, it was 
estimated that there are globally about 50 mil-
lions patents (Bonino et al., 2010) with about 15-
20 millions related to medicinal chemistry, which 
represent a corpus of knowledge comparable to 
the content of MEDLINE. These collections rep-
resent an important and high-quality source of 
knowledge. However, while the past years have 
seen the development of a wealth of search en-
gines and text mining instruments to navigate the 
bibliome – a term coined by (Grivell, 2002) to re-
fer to the post-omics biomedical literature – with 
applications such as EBIMed, EAGLi, GoPubMed 
and Twease to cite only a few of them, text-min-
ing applications dedicated to patents of the bio-
medical field remain rare. 

Recently, the development of such special-
ized patent retrieval engines has benefited from 
the effort of dynamic communities of research-
ers, encouraged by the emergence of several 
evaluation campaigns, such as the Text REtrieval 
Conferences (TREC), one of the most popular 
competitions to evaluate and compare search 
engines. Prestigious universities, but also corpo-
rate research centres have regularly participated 
to these competitions. Lately, a task of information 
retrieval dedicated to patent search for chemistry, 
called TREC-Chem, has been set up. The objec-
tive was to model a prior art search task on a size-
able patent collection (two millions patents).

Based on the experience we have acquired 
during TREC competitions, we have developed 
and tuned an original search engine dedicated 
to patent search in the pharmaceutical domain. 
This paper describes the indexing and tuning of 
the engine to perform different types of search in 
a corporate patent collection.

Methods
A set of 1’004’868 patents has been randomly 
selected out of a collection of more than 13 mil-
lions of patents stored in an Oracle Database 
provided and maintained by IBM Almaden for 
Novartis. The content of the patents has been ex-
tracted using SQL queries and stored in files using 
an ad hoc XML format. 

Evaluation of our methods is based on three 
sets of queries and relevance judgments. The first 
benchmark (B1) is used to evaluate the related 
patent search using the same methodology as 
proposed by TREC-Chem 2009 for the Prior Art 
Search task (Lupu et al., 2009). It is constituted of 
96 topics or queries. Each topic corresponds to 
the title, abstract and claims of a given patent. 
For these experiments, the relevance judgments 
are generated out of the set of patents cited as 
prior-art by the given query. Only patents that are 
cited in the set of 1’004’868 patents are select-
ed as many citations may concern patents not 
covered by the sample. The second benchmark 
(B2) is used to evaluate the engine in an ad hoc 
search task. In ad hoc search queries are usually 
limited to a few keywords. It is constituted of 24 
topics, corresponding to the TREC-Chem 2010 
and 2011 Technical Survey topics. Relevance 
judgments are provided by TREC and have been 
pre-processed to filter out patents not available 
in the 1’004’868 patent collection we are us-
ing. The last benchmark (B3) is used to evaluate 
a variant of the ad hoc search, where a single 
patent is targeted, using a known-item search 
methodology (Allen, 1989). It is constituted of 514 
topics. Each topic contains ten words randomly 
selected from the title, abstract or claims of a 
given patent. In this set of experiments, the rel-
evance judgments for each topic correspond to 
the patent from which the words are extracted. 
In that setting, a unique patent is considered as 
relevant for each query. The tuning of the system 
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is based on the maximization of the top preci-
sion, also called P0 or mean reciprocal rank. This 
measure evaluates the precision of the first re-
turned result by the search engine. In our prelimi-
nary experiments, we focus on this metric since it 
provides a sound estimate of the retrieval effec-
tiveness of the system for the three benchmarks. 
Indeed, other measures such as mean aver-
age precision cannot be applied to known-item 
search tasks.

We perform the indexing of the patent collec-
tion, using the Terrier search platform. Indexing 
is performed using baseline settings, with Porter 
stemming. First, we attempt to evaluate the im-
pact of the description field – a time-expensive 
field to normalize and index – on the search ef-
fectiveness of the engine with the three use cas-
es. Indeed, for sake of efficiency (in particular in-
dexing time), we attempt to select only the most 
content-bearing sections of the patent. Second, 
we perform an ontology-driven normalization 
of the patent content. Three terminologies are 
used: Medical Subject Headings (MeSH), Gene 
Ontology (GO) and Caloha (Duek et al., 2012). 
Main terms and identifiers of mapped terms are 
stored as metadata. We evaluate the impact 
of the metadata field, to determine whether 
our onto-terminological normalization strate-
gies bring useful additional information. Third, 
we evaluate the impact of the search models. 
Two search models are tested: the Okapi BM25 
(Robertson et al., 2000) and PL2, a model based 
on Poisson estimation from randomness (Amati 
et al., 2002). Fourth, we evaluate the use of co-
citation networks to improve our strategy. This ap-
proach consists in favouring the patents that are 
the most cited ones in the collection. We rank 
all patents by the number of time each patent 

is cited by the others; thus building a large co-
citation matrix. Then, we combine through linear 
combination this ranking with the results of the 
query as originally returned by the retrieval en-
gine. Fifth, we attempt to evaluate the impact of 
the use of IPC classes. Some authors (Sternitzke, 
2009) reported that using IPC codes with four val-
ues allowed retrieving the totality of the state of 
the art. Our method consists simply to add IPC 
codes to the topics and execute a new run.

Results and Discussion
The main, as well as most surprising result is that 
the description field did not improve our results 
for any of the three benchmarks (Table 1), but 
rather decreased significantly the precision at 
high ranks (P0). We thus decided to remove de-
scription fields from the engine’s indexes, which 
resulted in faster indexing and reduced the size 
of indexes. 

Second, we observed that the use of meta-
data, which was generated based only on the 
content of the title, abstract and claims, im-
proved the precision of our results compared 
to the metadata including the description 
(Table 1). Thus, we can assume that descriptions 
should simply be discarded not only for index-
ing as mentioned in previous section, but also 
from the onto-terminology-driven normalization, 
which should result in a significant gain of time 
for the normalization process. It is to be noted 
that the next experiments are not based on this 
observation and use the onto-terminology-driv-
en normalization of the full patent content (in-
cluding description). As a further experiment, it 
would be interesting to evaluate the impact of 
the normalization by entity types. Indeed, (Ruch 
et al., 2005) reported that normalization and ex-

Table1: P0 of the runs with the different strategies tested for each of the three benchmarks.

B1 B2 B3

Baseline 2,20% 15,87% 23,63%

Remove description 2,87% 19,51% 33,59%

Remove description 
from metadata

3,63% 30,30% 35,02%

Use another weight-
ing schema (BM25)

5,36% 20,05% 40,86%

Re-ranking based on 
citation network

6,76% 21,24% 40,87%

Injection of IPC codes 5,88% 23,28% 46,02%
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pansion of genes and gene products degraded 
the precision of search in MEDLINE during the 
TREC Genomic competition, while normalizing 
chemical, pathological, organism-related and 
anatomical concepts was moderately effective. 

Third, concerning the weighting model, we 
observed that BM25 performed better than the 
deviation from randomness weighting schema 
we tested (Table 1). Our experiments focused 
on the feature selection and combination steps; 
therefore we assume the results reported here 
are rather weighting schema-independent; in 
particular because BM25 can be regarded as a 
strong baseline in the domain. 

Fourth, we observed that the re-ranking based 
on citation networks improved results for the three 
benchmarks, but mainly for the related patent 
search (Table 1). We thus can assume that it is an 
appropriate functionality for prior art tasks (+26%, 
p<0.01). The improvement for the ad hoc search 
task with the TREC benchmark was also signifi-
cant (+5.9%). 

Finally, we observed that IPC codes improved 
ad hoc search, but not related patent search 
(Table 1). Thus, we can assume that using an in-
teractive IPC classifier (Teodoro et al., 2010) for 
ad hoc search could have a beneficial effect 
on the effectiveness of the search engine. In 
contrast, the length of the input for the prior art 
search makes obviously the use of IPC descrip-
tors of less value

We have thus presented the development of a 
search engine dedicated to patent search, based 
on the state of the research methods applied to 
patents. We have showed that a proper tuning of 
the system clearly increases the effectiveness of 
the system. We can also conclude that different 
search tasks, such as related patent search and 
ad hoc search, do demand to set up specific in-
formation retrieval models to be optimal.
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Motivation and Objectives
The rapid expansion of the biomedical knowl-
edge encoded in the scientific literature is prov-
ing to be a major bottleneck for the progress 
of biomedical sciences. It is increasing difficult 
even for the best experts to keep track of all rel-
evant information pertinent to their domain of 
interest. It is becoming therefore imperative to 
explore solutions based on advanced text min-
ing technologies in order to identify and extract 
the most relevant nuggets of information from 
the vastness of the literature. 

Methods
The OntoGene system (http://www.ontogene.
org/) is an advanced NLP-based pipeline capa-
ble of efficiently processing large quantity of tex-
tual documentation and extracting from it spe-
cific items of information, and in particular the 
biomedical entities of interest to the user, and 
their relationships.

Biomedical terminological resources can be 
leveraged for construction of large-scale knowl-
edge bases. One example is KaBOB (Knowledge 
Base of Biology), a large RDF store based upon 
17 prominent biomedical databases (Bada et al, 
2011). Similar kinds of integrated data networks 
can be used for knowledge discovery purposes 
through usage of semantic web technologies 
(Chen et al, 2009). In our own work we have used 
such databases as knowledge sources for the 
process of semi-automated information extrac-
tion. In the rest of this section we describe the 
OntoGene Text Mining pipeline which is used to 
(a) provide all basic preprocessing (e.g. tokeni-
zation) of the target documents, (b) identify all 
mentions of domain entities and normalize them 
to database identifiers, and (c) extract candi-
date interactions.

We use in particular the following resources 
as terminology sources: UniProt Knowledge base 
(proteins), NCBI Taxonomy (species), Proteomics 
Standards Initiative Molecular Interactions 
Ontology (experimental methods), Cell Line 
Knowledge Base (cell lines), UMLS (diseases), etc. 

Terms, i.e. preferred names and synonyms, are 
automatically extracted from the original data-
base and stored in a common internal format, 
together with their unique identifiers (as obtained 
from the original resource). An efficient lookup 
procedure is used to annotate any mention of 
a term in the documents with the ID(s) to which it 
corresponds. A term normalization step is used to 
take into account a number of possible surface 
variations of the terms. The same normalization is 
applied to the list of known terms at the begin-
ning of the annotation process, when it is read 
into memory, and to the candidate terms in the 
input text, so that a matching between variants 
of the same term becomes possible despite the 
differences in the surface strings (Rinaldi et al, 
2008).

The system combines mentions of relevant 
domain entities (and their corresponding unique 
identifiers) from the same syntactic context in 
order to create candidate interactions. An initial 
ranking of the candidate relations can be gener-
ated on the basis of frequency of occurrence of 
the respective entities only. This ranking is further 
refined using a syntax-based approach, which is 
based upon an accurate parsing of all the sen-
tences of the target document, and a machine 
learning approach which makes use of a maxi-
mum entropy classifier to boost candidate enti-
ties and interactions on the basis of the global 
distribution of information in the original data-
base (Rinaldi, Schneider, et al, 2012).

Results and Discussion
The results of the text mining system are presented 
to the user through an intuitive and user-friendly 
interface, called ODIN (OntoGene Document 
Inspector). The ODIN interface allows the user to 
inspect entities and relationships identified by the 
text mining system, and see them in the context 
where they were originally found. 

For example, the figure below shows an im-
plementation of ODIN customized for curation 
of the Comparative Toxicogenomics Database 
(CTD, Mattingly et al, 2006). The left panel shows 

http://www.ontogene.org/
http://www.ontogene.org/
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the original document, with entities underlined 
and color-coded (green: chemicals, yellow: dis-
eases, blue: genes). The right panel shows the 
candidate relationships identified by the system. 
Selecting one of the interactions will highlight in 
the document the information that was used by 
the system to propose that interaction. 

The results (interactions in this case) are pre-
sented according to a ranking which is based 
upon a score reflecting the confidence of the 
system in a given proposed interaction, thus al-
lowing the user to stop inspecting them at an op-
tional confidence threshold. The user can with a 
simple click then confirm or reject a candidate 
interaction. Additionally, all entities are easily ed-
itable, allowing correction of annotation errors.

The OntoGene pipeline has been applied to 
several Information Extraction tasks. In the con-
text of the BioCreative challenges (Krallinger et 
al 2008), the system was capable of achieving 
the best results in extracting mentions of protein-
protein interactions (2009) and mentions of ex-
perimental methods for protein interaction de-
tection (2006). 

Recently the system has been adapted 
for an experiment in assisted curation for the 
PharmGKB database (Klein et al 2001). This 
experiment, conducted in collaboration with 
PharmGKB curators, has lead to interesting re-

sults showing the reliability and usability of the 
system (Rinaldi, Clematide, et al, 2012).

In the “triage” task of BioCreative 2012 (rank-
ing of documents according to relevance for 
the curation process of the CTD database), 
once again the OntoGene system obtained 
the best overall results among the participants 
(Rinaldi et al, 2013).
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Motivation and Objectives
The rapid growth of the scholarly literature makes 
the management and curation of the available 
information a labor-intensive and time-consum-
ing task for researchers, during which significant 
knowledge can be easily missed. To address 
this problem, efforts have been made to use 
Natural Language Processing (NLP) techniques 
as a means to (semi-)automatically improve the 
exhaustive analysis of the available information. 
In order to make these NLP techniques more 
end-user friendly and integrate them with knowl-
edge management workflows, we developed 
IntelliGenWiki, a novel combination of a wiki sys-
tem with state-of-the-art techniques from the 
NLP and Semantic Computing domains. Wikis 
are well known as an easy-to-use, collaborative 
platform for creating and organizing knowledge. 
For example, the Gene Wiki project (Huss III et al, 
2010) applies community intelligence to the an-
notation of gene and protein functions. However, 
existing approaches rely on a manual analysis 
of the literature. With IntelliGenWiki, we aim to 
leverage the collaborative nature of wikis by in-
troducing new Human-AI collaboration patterns: 
Our goal is to provide text mining assistants that 
work together with humans on literature analysis 
tasks, like curation or the generation of seman-
tic metadata, which can be used in an Linked 
Open Data context. IntelliGenWiki is based on 
an open service-oriented architecture: it can be 
applied to different projects by deploying cus-
tom NLP analysis pipelines suitable for the spe-
cific task and domain. Here, we demonstrate the 
benefits of this approach within a collaborative 
literature curation context.

Methods
We first describe the general workflow for working 
with NLP assistants, followed by a description of 
the underlying architecture.

Workflow. IntelliGenWiki provides a standard wiki 
user interface. From any wiki page (Fig. 1, top), 
users can ask for “Semantic Assistants” from the 
menu (Fig. 1, left), which will result in a dynami-
cally injected user interface from which assistants 
can be selected and executed (Fig. 1, bottom). 
The user can now select an appropriate assistant 
from the list and invoke it on one or multiple pag-
es of the wiki, gathered in a so-called “collec-
tion”. This will invoke the selected NLP pipeline on 
the set of wiki pages. The results (e.g., detected 
entities) are stored in the user’s place of choice 
and made persistent in the wiki repository (Fig. 
1, middle). Thereby, all updated pages become 
immediately available to all wiki users for col-
laborative adjustment, modification and further 
refinement of the results.
Architecture. Technically, IntelliGenWiki com-
bines NLP analysis pipelines developed in the 
General Architecture for Text Engineering (GATE) 
(Cunningham et al, 2011) with MediaWiki, http://
www.mediawiki.org (Last accessed: 26.09.2012), 
a widely-used wiki engine. These pipelines are 
published as standard web services through 
the Semantic Assistants framework (Witte and 
Gitzinger, 2008). The Wiki-NLP integration is based 
on a service-oriented architecture that seam-
lessly introduces these NLP web services into wiki 
systems (Sateli and Witte, 2012). This allows wiki us-
ers to benefit from text mining techniques directly 
within their wiki environment, without the need for 
switching to an external application. Additionally, 
we support the generation of semantic meta-
data from NLP analysis results. This metadata 
is formally represented in the wiki through the 
Semantic MediaWiki (SMW) extension: http://se-
mantic-mediawiki.org/ (Last accessed on Sept 
26, 2012). This formal representation of the avail-
able wiki knowledge can be exploited by export-
ing it in form of RDF triples. It can also be queried 
directly within the wiki using SMW inline queries. 
For example, users could write queries to retrieve 

http://www.mediawiki.org
http://www.mediawiki.org
http://semantic-mediawiki.org/
http://semantic-mediawiki.org/
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Fig. 1: The wiki interface with integrated text analysis services (bottom), showing automatically added, NLP-extracted entities 
(middle), together with original content (top)
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literature that contains a certain type of entities, 
such as enzymes or organisms.

Results and Discussion
To test the effectiveness of NLP assistants in a wiki 
environment, we deployed an IntelliGenWiki in-
stallation within the Genozymes project: http://
www.fungalgenomics.ca (Last accessed on 
Sept 20, 2012). The task we aimed to support in 
the project is biomedical literature curation for 
lignocellulose research. For this experiment, we 
deployed the mycoMINE NLP pipeline (Meurs 
et al, 2012), which automatically extracts knowl-
edge from the literature on fungal enzymes by 
using semantic text mining approaches com-
bined with ontological resources. We manually 
pre-filled the wiki with a corpus of 30 documents 
composed of PubMed abstracts and their cor-
responding full-text papers, selected by two ex-
pert biocurators. These biocurators provided us 
with their average time needed for curation with-
out support on the same task. They performed 
the corpus curation through the wiki using my-
coMINE to automatically extract relevant entities, 
and they kept track of the time spent on each 
document. The time for abstract selection (triage 
task) decreased from 1min. (without support) to 
20sec. (using IntelliGenWiki), and from 37.5min 
(without support) to 30.6min (using IntelliGenWiki) 
for full paper selection (curation task), showing a 
productivity enhancement of 67% and 20%, re-

spectively. The results gathered from this experi-
ment confirm the usability and the effectiveness 
of our approach. 

The IntelliGenWiki system, including the NLP in-
tegration back-end, is available as open source 
software from http://www.semanticsoftware.info/
intelligenwiki.
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Motivation and Objectives
There is currently an ongoing research effort to 
understand the molecular mechanisms under-
pinning breast cancer being undertaken world-
wide. The generated data measure different

molecular characteristics that underlie the can-
cer phenotype. We present the updated ROCK 
(ROCK Online Cancer Knowledgebase) data-
base, which now integrates these diverse data 
types allowing unique analyses of published 
breast cancer experimental data. The primary 

usage of the updated version of ROCK is to al-
low bench scientists to query the state of a given 
gene/genomic locus within a subset of samples 
defined by clinical annotation terms.

Methods
ROCK is implemented through the manual cura-
tion of publically available datasets containing 
data types such as gene expression, genomic 
copy number aberrations, microRNA expres-
sion, RNA interference, protein-protein interac-
tions, and signalling protein networks. These data 
types are integrated using standard gene identi-
fiers from Ensembl (Flicek et al 2011). It also utilises 
clinical annotation of samples in order to facili-
tate comparison of these data types between 
disease subtypes as illustrated in Figure 1. The 
new version of ROCK allows sub-setting of data 
in a multitude of clinical categories.

ROCK now contains an amalgamation of 
gene expression studies as measured by mi-
croarray across multiple platforms. This study is 
a meta-analysis of breast carcinoma samples 
from a number of public datasets, which have 
been normalised together (Boersma et al 2008; 
Desmedt et al 2007; Farmer et al 2005; Graham 
et al 2010; Loi et al 2008; Minn et al 2005; 
Pawitan et al 2005; Popovici et al 2010; Schmidt 
et al 2008; Sotiriou et al 2006; Wang et al 2005). 
It also implements a novel confidence score 
(CS) for binary protein-protein interactions, which 
is similar to the score, used by IntAct (Kerrien et 
al 2012), but also utilises structural parameters 
where available. 

In addition to this ROCK allows survival analy-
sis (using Kaplan-Meier plots) on both gene ex-
pression levels as well as the clinical features of 
a given tumour.

The system is implemented using a three-tier 
web architecture. Web browsers communicate 
with the interface using Javascript via Apache 
Tomcat. Server-side data requests are then primar-
ily handled using a set of core Java classes that 
communicate with the backend relational data-
base. This database is implemented using Oracle.t

Figure 1: FZD7 differential expression in triple negative breast 
cancers. (A) ROCK interface for exploring gene expression fold 
changes. (B) Triple negative response for FZD7 in the Popovici 
dataset (Popovici et al 2010). (C) Significance of microarrays 
(SAM) (Tusher et al 2010) analysis of (B) performed in ROCK. The 
“SAM by annotation” option is under the Analysis header in 
the ROCK Search menu. (D) Triple negative response for FZD7 
across amalgamated gene expression studies.
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Results and Discussion
ROCK provides a unique breast cancer analy-
sis platform of integrated experimental datasets 
at the genomic, transcriptomic, and proteomic 
level. ROCK is available on rock.icr.ac.uk. 

The data integration within ROCK allows for 
bespoke analyses to be carried out on a given 
data type, the results of which can be projected 
onto a different data type, e.g. a set of genes 
detected as differentially expressed between 
cancer subtypes can then be subjected to an 
analysis of the interactions of their resultant pro-
teins. This allows a user to carry out an iterative 
analysis where the results of a preliminary inves-
tigation can be used as the input to a series of 
successive investigations. ROCK is used by an 
average of 2329 unique users annually.

We will present the recent and major func-
tional updates and enhancements to the ROCK 
resource, including new analysis modules and 
microRNA and NGS data integration, and illus-
trate how ROCK can be used to confirm known 
experimental results as well as generate novel 
leads and new experimental hypotheses using 
the Wnt signalling cell surface receptor FZD7 
and the Myc oncogene.

References
1. Boersma BJ, Reimers M, Yi M et al (2008) A Stromal Gene 

Signature Associated with Inflammatory Breast Cancer. 
Int J Cancer 122:1324

2. Desmedt C, Piette F, Loi S et al (2007) Strong Time 
Dependence of the 76-Gene Prognostic Signature for 
Node-Negative Breast Cancer Patients in the Transbig 
Multicenter Independent Validation Series. Clin Cancer 
Res 13:3207

3. Farmer P, Bonnefoi H, Becette V et al (2005) Identification 
of Molecular Apocrine Breast Tumours by Microarray 
Analysis. Oncogene 24:4660

4. Flicek P, Amode MR, Barrell D et al (2011) Ensembl 2011. 
Nucleic Acids Research 39:D800

5. Graham K, de las Morenas A, Tripathi A et al (2010) Gene 
Expression in Histologically Normal Epithelium from Breast 
Cancer Patients and from Cancer-Free Prophylactic 
Mastectomy Patients Shares a Similar Profile. Br J Cancer 
102:1284

6. Kerrien S, Aranda B, Breuza L et al (2012) The Intact 
Molecular Interaction Database in 2012. Nucleic Acids 
Research 40:D841

7. Loi S, Haibe-Kains B, Desmedt C, Wirapati P et al (2008) 
Predicting Prognosis Using Molecular Profiling in Estrogen 
Receptor-Positive Breast Cancer Treated with Tamoxifen. 
BMC Genomics 9:239

8. Minn AJ, Gupta GP, Siegel PM et al (2005) Genes That 
Mediate Breast Cancer Metastasis to Lung. Nature 
436:518

9. Pawitan Y, Bjohle J, Amler L et al (2005) Gene Expression 
Profiling Spares Early Breast Cancer Patients from Adjuvant 
Therapy: Derived and Validated in Two Population-Based 
Cohorts. Breast Cancer Res 7:R953

10. Popovici V, Chen W, Gallas BG et al (2010) Effect of 
Training-Sample Size and Classification Difficulty on the 
Accuracy of Genomic Predictors. Breast Cancer Res 
12:R5

11. Schmidt M, Bohm D, von Torne C, Steiner E et al (2008) 
The Humoral Immune System Has a Key Prognostic 
Impact in Node-Negative Breast Cancer. Cancer Res 
68:5405

12. Sotiriou C, Wirapati P, Loi S et al (2006) Gene Expression 
Profiling in Breast Cancer: Understanding the Molecular 
Basis of Histologic Grade to Improve Prognosis. J Natl 
Cancer Inst 98:262

13. Tusher VG, Tibshirani R, Chu G (2001) Significance 
Analysis of Microarrays Applied to the Ionizing Radiation 
Response. Proc Natl Acad Sci U S A 98:5116

14. Wang Y, Klijn JG, Zhang Y, Sieuwerts AM et al (2005) 
Gene-Expression Profiles to Predict Distant Metastasis of 
Lymph-Node-Negative Primary Breast Cancer. Lancet 
365:671



 EMBnet.journal 18.B tEChnologiCal-industrial CommuniCations                  55

tEChnologiCal-industrial CommuniCations



56                tEChnologiCal-industrial CommuniCations EMBnet.journal 18.B

Motivation and Objectives
When dealing with biomedical data concerning 
a giving problem, usually experts are required to 
infer specific conclusions about a pathology or 
a biological phenomenon of interest starting by 
a sample of previously collected observations. 
Besides conventional statistical techniques that 
allow to retrieve important indications about the 
characteristics of the system, machine learn-
ing methods have revealed to be very effective 
in predicting its behavior in cases different from 
those included in the observations at hand.

Among this last group of techniques rule gen-
eration methods build models described by a set 
of intelligible rules, thus permitting to extract impor-
tant knowledge about the variables included in 
the analysis and on their relationships with the out-
put attribute. Two different paradigms have been 
proposed in literature to perform rule generation: 
decision trees (Duda et al., 2001), which adopt 
a divide-and-conquer approach for generating 
the final model, and methods based on Boolean 
function reconstruction (Boros et al., 2000; Muselli 
and Ferrari, 2011), which follow an aggregative 
procedure for building the set of rules.

Available commercial software, such as SAS, 
SPSS or STATA, allows to employ a wide range of 
statistical techniques for the analysis of real world 
data, allowing also the application of some ma-
chine learning algorithms, among which neural 
networks and decision trees. However, the focus 
of these suites is more centered on conventional 
statistics rather than on machine learning and 
consequently it is difficult for a non expert to suc-
cessfully extract knowledge from its own data 
by employing advanced techniques offered by 
commercial packages.

This is even more true when considering freely 
available software tools, such as Weka (www.
cs.waikato.ac.nz/ml/weka), Orange (orange.bio-
lab.si), or R (www.r-project.org); in these cases a 
wider range of machine learning approaches is 
generally made available, but the level of expe-

rience needed to achieve a satisfying result is 
often too high to allow their use by a non expert.

To overcome these difficulties a new suite for 
extracting knowledge from real world data has 
been developed by Impara srl (www.impara-
ai.com); it is named Rulex (contraction of RULe 
EXtraction) since it is especially devoted to ge-
nerate intelligible rules, although a wide range 
of statistical and machine learning approaches 
will be made available. An intuitive graphical 
interface allows to easily apply standard and 
advanced algorithms for analyzing any dataset 
of interest, providing solution to classification, re-
gression and clustering problems.

Besides standard techniques, such as decision 
trees (DT), neural networks (NN), logistic (LOGIT), and 
k-nearest-neighbor (KNN), Rulex offers the possibil-
ity of applying an original proprietary approach, 
named Logic Learning Machine (LLM), which rep-
resents an efficient implementation of the switch-
ing neural network model (Muselli, 2006). LLM al-
lows to solve classification problems producing 
sets of intelligible rules capable of achieving an 
accuracy comparable or superior to that of best 
machine learning methods.

The application of Rulex to the analysis of bio-
medical datasets included in the Statlog bench-
mark (Michie et al., 1994) permits to appreciate the 
good characteristics of this new analysis software. 
In particular, it is shown how different algorithms 
can be easily employed to extract knowledge 
from data at different levels of intelligibility, com-
paring results produced by corresponding models.

Methods
Although conventional statistical techniques or 
standard machine learning approaches allow to 
retrieve important indications about the charac-
teristics of a system or of a phenomenon of in-
terest, starting from a sample of observations re-
garding historical data, a deeper insight into the 
relationships among the considered variables 
can only be obtained by adopting rule genera-
tion methods. These techniques are capable of 
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constructing models described by a set of inte-
lligible rules having the following form:

if premise then consequence

where premise is the conjunction of conditions on 
the input variables, whereas consequence con-
tains information about the output of the model.

For instance, in a diagnosis problem rule gen-
eration techniques produce not only the subset of 
variables actually correlated with the pathology 
of interest, but also explicit intelligible conditions 
that determine a specific diagnosis. As a conse-
quence, relevant thresholds for each input variable 
are identified, which represent valuable informa-
tion for understanding the phenomenon at hand. 

Most used rule generation techniques belong 
to the following two broad paradigms: decision 
trees and methods based on Boolean function 
synthesis. The approach adopted by the first kind 
of algorithms divides iteratively the training set 
into smaller subsets according to a divide and 
conquer strategy: this gives rise to a tree struc-
ture from which an intelligible set of rules can be 
easily retrieved. It is important to observe that the 
divide and conquer strategy leads to conditions 
and rules that point out differences among ex-
amples of the training set belonging to different 
output classes. In this sense we can say that the 
DT approach implements a discriminant policy: 
differences between output classes are the driv-
er for the construction of the model.

In contrast, methods based on Boolean func-
tion synthesis adopt an aggregative policy: at 
any iteration some patterns belonging to the 
same output class are clustered to produce 
an intelligible rule. Suitable heuristic algorithms 
(Boros et al., 2000; Muselli and Ferrari, 2011) are 
employed to generate rules exhibiting the high-
est covering and the lowest error; a trade-off be-
tween these two different objectives has been 
obtained by applying the Shadow Clustering 

(SC) technique (Muselli and Ferrari, 2011), which 
generally leads to final models exhibiting a good 
accuracy.

The aggregative policy allows to retrieve intel-
ligible rules that better characterize each output 
class with respect to approaches following the 
divide-and-conquer strategy. As a matter of fact, 
clustering examples of the same kind permits to 
extract knowledge regarding similarities about 
the members of a given class rather than infor-
mation about their differences. This is very useful 
in many applications and often leads to models 
showing a higher generalization ability.

LLM and DT represent two of the techniques 
available in Rulex for the analysis of real world 
data. In fact, Rulex can efficiently approach 
and solve supervised (classification, regression) 
and unsupervised (clustering) machine learning 
problems by allowing the creation of complex 
analysis processes through the composition of 
elementary tasks. A simple but powerful GUI per-
mits to manage datasets providing advanced 
interactive visualization as well as complete con-
trol on the various computational phases. The 
software suite is in rapid evolution; therefore, the 
number and the functionalities of available tasks 
increase every day.

Results and Discussion
The functionalities of Rulex have been verified by 
considering three biomedical datasets included 
in the Statlog benchmark (Michie et al., 1994) and 
concerning as many classification problems:

Diabetes: it concerns the problem of diag-
nosing diabetes starting from the values of 8 
variables; all the 768 considered patients are fe-
males at least 21 years old of Pima Indian herit-
age: 268 of them are cases whereas remaining 
500 are controls.

Heart: it deals with the detection of heart dis-
ease from a set of 13 input variables concerning 
patient status; the total sample of 270 elements 
is formed by 120 cases and 150 controls.

Table 1: Results obtained by the application of five classification algorithms on biomedical datasets included in the Statlog 
benchmark.

LLM DT NN LOGIT KNN

Accuracy # Rules # Cond. Accuracy # Rules # Cond. Accuracy Accuracy Accuracy

Diabetes 76.52% 16 3.75 76.09% 42 4.77 75.65% 76.52% 68.70%

Heart 75.31% 19 4.26 64.20% 17 4.18 72.84% 74.07% 51.85%

Dna 91.98% 19 6.84 90.04% 67 6.26 87.09% 92.57% 40.68%
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Dna: it has the aim of recognizing acceptors 
and donors sites in a primate gene sequences 
with length 60 (basis); the dataset consists of 
3186 sequences, subdivided into three classes: 
acceptor, donor, none.

Five different classification algorithms have 
been considered for each dataset (LLM, DT, NN, 
LOGIT and KNN) and their results are compared 
both in terms of accuracy of the retrieved solu-
tion and of quantity of knowledge extracted from 
the dataset of examples at hand. For evaluat-
ing this last aspect the intelligibility of the rule set, 
measured by the number of rules and by the ave-
rage number of conditions for each of them, has 
been taken into account.

Table 1 shows these two values for the rule sets 
produced by DT and LLM in the three considered 
datasets. To evaluate the quality of the resulting 
models the accuracy obtained by each meth-
od on an independent test set including 30% of 
data has also been reported.
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Motivation and Objectives
The advent of NGS technologies is focusing much 
of the attention towards the data management is-
sue. However, more than their volume, it is the di-
versity of biological data which constitutes the real 
bioinformatics bottleneck; a bottleneck which can-
not be solved through technological considera-
tions only, such as cloud infrastructures for instance.

A bioinformatics platform must indeed store, 
organize and give access to a wide span of 
data and results. First of all, the experimental 
data and their transformations: not only the se-
quence data, such as the reads, the assembly 
files and the resulting contigs - to name the most 
important ones, but also spectra or metabolic 
flux measurements. Through the interpretation 
of these data, biological entities are predicted 
and characterized: coding regions, regulatory 
signals, polypeptides, enzymes classes, peptide 
tags, and so on. All these entities must also be 
properly described, connected each other and 
stored in adequately structured data repositories.

Conversely, the programs that implement the 
analysis algorithms must be able to access these 
data and these entity descriptions to produce 
new secondary data and predict new entities. 

In this context, conceptual data modeling 
appears to be the very first task any project aim-
ing at the design and the development of a bio-
informatics integrated platform should perform.

Methods
Fortunately, computer scientists have designed a 
wide range of data modeling tools. Regarding da-
tabases, the relational data model provides both 
a formal well-founded framework, but also leads 
to efficient implementations as relational data-
base management systems (DBMS). Regarding 
programs, object-oriented languages, such as 
Java or C++, allow for the definition of classes 
and subclasses that can capture the description 
of the entities these programs deal with.

Moreover, conceptual modeling tools allow 
designing a data schema independently of its 
implementation as relations or object hierar-

chies. Inspired by the entity-relationship model, 
UML is one of these modeling tools. Formally de-
fined, UML offers a graphical view of a schema that 
is quite intuitive and may therefore be used during 
the design phase. Biologists, bioinformaticians and 
computer engineers can indeed efficiently interact 
on a shared UML diagram which progressively con-
verges towards a consensual schema. 

The Genostar bioinformatics platform for mi-
crobial genome annotation and comparison 
has been designed along these principles. The 
entities the various software modules had to han-
dle have been identified, together with their re-
lationships. Conceptual differences have been 
carefully taken into account. As an example, 
chromosomes, plasmids or segments are sub-
classes of the class “replicon”, while reads and 
contigs are subclasses of “sequence”. When 
sequences are annotated, features are added 
onto them. The class “feature” is the superclass 
of a quite deep hierarchy of classes and sub-
classes: genes, signals, etc. For example, an 
object CDS (i.e. coding sequence) is described 
through a list of variables (or fields), and is con-
nected to the supporting sequence by a rela-
tion which is itself described by variables. One of 
them is the variable “location”, which specified 
where the feature is located on the sequence. 
This information could not be stored in the fea-
ture, nor in the sequence, since a feature may 
be located on different subsequences, obtained 
through cut and paste operations from a com-
mon sequence.

All the methods provided by the software 
are also described as classes; the variables of a 
class are the input and output of the methods. 
Thus, the type of a variable in such a method 
description makes reference to the class of entity 
which can be accepted as values of this vari-
able. This typing mechanism allows the software 
to check that the input data to a method are 
consistent with the method description. It also 
associates useful information to the results the 
method produces. Such consistency verifica-
tions are very useful in a dedicated integrated 
software platform, which is used by users who 
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wish to concentrate on their analysis process and 
not on software manipulation.

Results and Discussion
Once the complete data schema has been 
obtained, it has been implemented in a home-
made entity-relationship modeling framework, 
AROM. This additional modeling level presents 
several advantages over the direct implemen-
tation of the schema as Java classes. It indeed 
supports query facilities. The software thus offers 
a large set of built-in queries over the entities and 
relations on a current workspace. A first exam-
ple of such a query consists in selecting genes 
which, according to the computation of their se-
quence similarity, turned out to be specific to a 
strain within a set of strains. A second example 
is retrieving the genes which code for enzymes 
which catalyze a set of reactions which have 
been selected on a metabolic map. Moreover, 
specific queries can be expressed by the user. 
The software also supports browsing facilities, to 
explore the connections between the objects. 
The user can for instance follow the links between 
a gene, its product, its catalytic functions if any, 
the reactions it catalyzes, and the metabolic 
pathways in which these reactions occur.

A nearly identical data schema has been im-
plemented in a relational DBMS. The resulting da-
tabase MicroB thus integrates genomic, proteic 
and metabolic data on more than 1500 micro-
organisms, mainly bacteria at the present time. 
Since the two schemas, of the software and the 
database, nearly overlap, data exchanges be-
tween these two components are fluid and ef-
ficient. Reference data can be extracted from 
MicroB for comparative analyses in the software; 
conversely, fully annotated genomes can be 
stored in MicroB to be later retrieved. SQL queries 
can be expressed on the contents of the data-
base, but built-in queries together with a dedi-
cated user interface are provided for handling 
the most standard cases.

The association of the software module dedi-
cated to genome annotation and comparison 
with the microbial database results in a powerful 
easy-to-use integrated bioinformatics platform. 
The explicit representation of objects and their 
relations offers friendly browsing and querying fa-
cilities, helpful type checking, and more gener-
ally efficient data management. The user of the 
platform can concentrate on the data analysis 
process and forgive all the time consuming and 
error prone issues resulting from data format con-
version and method integration.

But computational biology is a fast evolving 
scientific domain. New types of data appear, 
new bioinformatics methods are designed, new 
methodologies emerge. Again, more than the 
volume of data, these increasing diversity and 
complexity appear to be the actual critical is-
sues. Computational biology is a multidiscipli-
nary domain. Multiple interpretations of a con-
cept are frequent and must be resolved when 
designing software and databases. In this con-
text, explicit and formal data modeling provides 
very appropriate tools for integrating heteroge-
neous data, for properly connecting methods 
and data, and for allowing computer scientists, 
bioinformaticians and biologists to interact fruit-
fully over an explicit data schema.
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Motivation and Objectives
Storing biomedical data in various structured 
forms, like biomedical databases or ontologies, 
and at different locations have brought about 
many challenges for answering complex que-
ries about the knowledge represented in these 
resources. For instance, here are two queries 
about some genes, drugs and diseases: “What 
are the drugs that treat the disease Depression 
and that do not target the gene ACYP1?”, “What 
are the 3 most similar drugs that target the gene 
DLG4?” One of the challenges of answering such 
complex queries is to represent the queries in a 
natural language and present the answers in an 
understandable form. Another challenge is to 
efficiently find answers to complex queries that 
require appropriate integration of relevant knowl-
edge stored in different places and in various 
forms, and/or that require auxiliary definitions, 
such as, chains of drug-drug interactions, cliques 
of genes based on gene-gene relations, similari-
ty/diversity of genes/drugs. Furthermore, once an 
answer is found for a complex query, the experts 
may need further explanations about the an-
swer. We have developed novel computational 
methods and built a software system, called 
BioQuery-ASP, to handle all these challenges

Methods
We have addressed the challenges described 
above using a declarative programming para-
digm, called Answer Set Programming (ASP) 
(Lifschitz, 2008; Brewka et al., 2011). ASP provides 
an expressive high-level knowledge representa-
tion formalism that allows recursive definitions, 
aggregates, default negation, etc. and efficient 
automated reasoners, such as Clasp (Gebser 
et al., 2007), which has recently won first places 
at ASP and SAT (Boolean Satisfiability) competi-
tions in automated reasoning. Due to these at-
tractive features, ASP has been used in various 
applications, such as phylogeny reconstruction 
(Brooks et al., 2006), systems biology (Gebser et 
al., 2011), service robotics (Aker et al., 2012), deci-

sion support systems (Nogueira et al., 2001), au-
tomatic music construction (Boenn et al., 2009), 
workforce management (Ricca et al., 2012).

To address the first challenge (i.e., represent-
ing queries in natural language), we have de-
veloped a controlled natural language (called 
BioQuery-CNL) for biomedical queries about 
drug discovery (Erdem and Yeniterzi, 2009; Oztok 
2012). For instance, the queries above are in 
BioQuery-CNL. Then we have built an intelligent 
user interface that allows users to enter bio-
medical queries in BioQuery-CNL and that pre-
sents the answers with links to related webpages 
(Erdem et al., 2011b). Queries in BioQuery-CNL 
are translated into a set of ASP rules by a novel 
algorithm. For instance, the first query above is 
translated into the following ASP rules: 

what _ drug(DRG) <-
      drug _ name(DRG),
      drug _ treats _ disease(DRG,"Depression"),
      not drug _ targets _ gene(DRG,"ACYP1")

which describe the drugs DRG that treat the dis-
ease Depression and that do not target the gene 
ACYP1. 

To address the second challenge (i.e., effi-
ciently answering complex queries), first we have 
developed a rule layer over biomedical ontolo-
gies and databases that not only integrates the 
concepts in these knowledge resources but 
also provides definitions of auxiliary concepts 
(Bodenreider et al., 2008). For instance, the pred-
icate drug _ treats _ disease is defined in the rule 
layer as follows: 

drug _ treats _ disease(DRG,DIS) <-
      drug _ treats _ disease _ pkb(DRG,DIS)
drug _ treats _ disease(DRG,DIS) <-
      drug _ treats _ disease _ ctd(DRG,DIS)

integrating the knowledge extracted from the 
knowledge bases PharmGKB (McDonagh et al., 
2011) and CTD (Davis et al., 2011), about "which 
drug treats which disease." The auxiliary concept 
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of "chains of gene-gene relations" is defined re-
cursively in the rule layer as well:

gene _ reachable _ from(X,1) <-
     gene _ gene(X,Y),
     start _ gene(Y)
gene _ reachable _ from(X,N+1) <-
     gene _ gene(X,Z),
     gene _ reachable _ from(Z,N),
     N < L, max _ chain _ length(L)

to be able to answer queries like "What are the 
genes related to the gene ADRB1 via a gene-
gene relation chain of length at most 3?" Then, 
for an efficient query answering, we have intro-
duced an algorithm to identify the relevant parts 
of the rule layer and the knowledge resources 
with respect to the given query, and used auto-
mated reasoners of ASP to answer queries con-
sidering these relevant parts (Erdem et al., 2011a). 
Essentially, our algorithm identifies the relevant 
predicates that the query-predicates depend on 
(using a "dependency graph"), and considers the 
rules that contain these relevant predicates. For 
some queries, the relevant knowledge consists of 
about 500 thousand rules whereas the total size 
of all the knowledge resources (with the rule layer) 
is over 21 million rules; considering the relevant 
rules only decreases the computation time of an-
swering a query by almost a factor of 100.

To address the third challenge (i.e., generat-
ing explanations), we have developed an intelli-
gent algorithm to generate an explanation (i.e., a 
tree of "applicable" ASP rules) for a given answer, 
with respect to the query and the relevant parts 
of the rule layer and the knowledge resources. 
We have also developed algorithms to generate 
shortest/different explanations for a biomedical 
query taking into account the provenance infor-
mation as well (Oztok 2012). For instance, an an-
swer to the query "What are the genes that are 
targeted by the drug Epinephrine and that inter-
act with the gene DLG4?" is ADRB1; and a shortest 
explanation that justifies this answer is as follows: 
"The drug Epinephrine targets the gene ADRB1 
according to CTD and the gene DLG4 interacts 
with the gene ADRB1 according to BioGrid."

Based on these methods, we have developed 
a software system, BioQuery-ASP, that guides the 
user to represent a complex query in a natural 
language, finds answers to the query (if an an-
swer exists), returns links to related web pages for 

further information, and generates explanations 
(if the user asks for one). A demo of BioQuery-
ASP is available at BioQuery-ASP Website: http://
krr.sabanciuniv.edu/projects/BioQuery-ASP/ (Last 
accessed on September 25, 2012)).

Results and Discussion 
We have shown the applicability of BioQuery-
ASP to answer complex queries that are specified 
by experts, over large biomedical knowledge re-
sources about genes, drugs and diseases, such 
as PharmGKB, DrugBank (Knox et al., 2011), BioGrid 
(Stark et al., 2006), CTD, Sider (Kuhn et al., 2010), 
etc., using efficient solvers of ASP. BioQuery-ASP 
could find answers to most of the complex que-
ries in 3-10 CPU seconds, over 10 million facts ex-
tracted from these knowledge resources and over 
10 million rules integrating them (using a comput-
er with two 1.60GHz Intel Xeon E5310 Quad-core 
Processors and 16GB RAM). 

No existing biomedical query answering sys-
tems (e.g., web services built over the available 
knowledge resources, which answer queries by 
means of keyword search) can directly answer 
such queries, or can generate explanations for 
answers. In that sense, BioQuery-ASP is a novel 
biomedical query answering system that can be 
useful for experts in automating deep reason-
ing about knowledge about genes, drugs and 
diseases available via various biomedical data-
bases and ontologies.
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Motivation and Objectives
In the last decade, Next-Generation Sequencing 
(NGS) technologies have been extensively ap-
plied to quantitative transcriptomics, making 
RNA sequencing (RNA-seq) a valuable alterna-
tive to microarrays for measuring and compar-
ing gene transcription levels (Wang et al., 2009). 
In this framework, the millions of sequences ob-
tained through NGS are aligned to a reference 
genome or transcriptome, and counts, i.e. the 
number of reads aligned to each gene, give a 
digital measure of gene expression. Given that 
longer genes are more likely to be sequenced 
than shorter ones, gene counts depend not 
only on the true gene expression, but also on 
its sequence length. Several approaches have 
been explored to reduce length bias a posteriori, 
namely after that read counts have been com-
puted (Mortazavi et al., 2008; Bullard et al., 2010; 
Hansen et al. 2012; Risso et al., 2011), or to pro-
vide a direct and unbiased estimate of transcript 
abundances (Trapnell, 2010). In addition, counts 
are biased toward highly transcribed genes, 
so most of the reads sequenced in a sample 
arise from a restricted subset of highly expressed 
genes (Robinson and Oshlack, 2009).

The present work is aimed at assessing techni-
cal variability and biases of RNA-seq counts, and 
exploring an alternative measure of exon expres-
sion, which is less biased toward long or highly 
expressed genes, thus requiring no length nor-
malization, and characterized by a lower techni-
cal variability.

Methods
We consider two different experiments (Bullard 
et al., 2010; Griffith et al., 2010) with multiple 
technical replicates. Raw reads were aligned 
to the reference genomes using TopHat v1.2.0 
(Langmead et al., 2009) and summarized on 
Ensembl exons using bedtools 2.15.0 (Quinlan 
and Hall, 2010) to compute read counts. We con-
sider exon counts rather than transcript counts to 

avoid introducing biases when dealing with alter-
natively spliced exons. We computed counts as 
the total number of reads that align to an exon 
(referred as totcounts in the following). As an al-
ternative approach, we exploited the per-base 
read coverage to obtain counts for every posi-
tion along each exon sequence. The measure 
of gene expression assigned to an exon, called 
maxcounts from here on, was then calculated 
as the maximum of its per-base counts. Both 
totcounts and maxcounts were normalized with 
the Trimmed Mean of M-values approach (TMM, 
Robinson and Oshlack, 2009) to correct diffe-
rences in sequencing depth across libraries. In 
addition, we computed Reads Per Kilobase of 
exon model per Million mapped reads (RPKM, 
Mortazavi et al, 2008), calculated by dividing 
totcounts, not normalized via TMM, by the total 
number of reads mapped in each library, in mil-
lions, and by exon length, in kilobases.

Results and Discussion
To investigate the bias due to highly expressed 
exons, we computed cumulative counts for all 
replicates in MAQC-2 and Griffith’s data sets. In 
MAQC-2 data (results not shown), when consider-
ing totcounts, about 3-5% of exons account for 
50% of total exon counts and 27-32% of exons 
account for 90% of total exon counts, showing 
that a great fraction of counts belong to a re-
stricted subset of exons. Differently, maxcounts 
are more evenly distributed across exons: 7-8% 
of exons account for 50% of total counts and 44-
45% of exons account for 90% of total counts. 
RPKM distribution lies in between that of max-
counts and totcounts, with 5-7% of exons ac-
counting for 50% of total RPKMs and 36-38% of 
exons accounting for 90% of total RPKMS. Also 
with Griffith’s data (Figure 1A), maxcounts have 
the less steep cumulative distribution curves. 

We also investigated length bias at single-ex-
on level using smoothed scatter plots of counts/
RPKMs versus exon-length, in log-log scale (see 
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Figure 1B for results on Griffith’s data). These 
plots show an increasing pattern of totcounts 
in dependence of exon-length, meaning that 
longer exons tend to have higher counts than 
shorter ones (Pearson’s correlation r=0.38 for 
MAQC-2 and r=0.43 for Griffith). On the con-
trary, maxcounts are not correlated with exon-
length (Pearson’s correlation r=0.10 for MAQC-2 
and r=0.01 for Griffith). RPKMs do not show the 
increasing pattern of totcounts, and are in fact 
characterized by negative correlation with exon 
length (Pearson’s correlation r=-0.28 for MAQC-

2 and r=-0.29 for Griffith), meaning that dividing by 
exon length over-corrects length bias in shorter ex-
ons. Plots are reported for one library of Griffith’s data 
set, but the same patterns are confirmed across all 
libraries of the two data sets (results not shown). 

Finally, we assessed variance of totcounts, 
RPKMs and maxcounts across technical rep-
licates, using a cubic-spline fit of the variance 
versus the mean of log-counts/log-RPKMs (Figure 
1C): in both data sets maxcounts have a lower 
variance with respect to totcounts. Anyway, on 

Figure 1: Diagnostic plots of totcounts, RPKMs and maxcounts: (A) distribution of exon counts/RPKMs in Griffith’s data; (B) 
smoothed scatter plots showing dependence of counts/RPKMs over exon length for one Griffith’s library; (C) variance of 
counts/RPKMs across technical replicates. 
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MAQC-2, RPKMs provide the lowest technical 
variance.

In summary, we confirm that totcounts strongly 
depends on the length of the feature they are sum-
marized on, even when considering exons in place 
of genes. Using RPKMs, that normalize totcounts 
by exon length and sequencing depth, reduces 
technical variability but does not completely re-
move exon length bias. We propose an alternative 
measure of exon expression, maxcounts, which is 
less biased toward long or highly expressed genes 
than totcounts and RPKMs, and whose technical 
variability is lower than or comparable to that of tot-
counts and RPKMs, respectively.

We are now working on a refinement of this 
measure, to make it more robust to sequencing 
and mapping biases. In addition, we are assess-
ing the accuracy and precision of totcounts and 
maxcounts in assessing the real RNA abundanc-
es using publicly available data sets for which 
spike-in RNAs measures are available. Future 
studies will focus on the definition of transcrip-
tional models that could be used to aggregate 
maxcounts at gene or transcript level.
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Motivation and Objectives
Deep sequencing techniques, as well as the in-
herent equipment, are dramatically increasing 
their popularity in many scientific communities 
such as computational biology, “omics” and 
clinical research groups. The reasons are both 
scientific and budgetary: new experiments can 
be performed at a steadily decreasing cost. 
Nevertheless there are technical issues still to be 
addressed to make the results really useful in all 
the communities. We limit our interest to the “fi-
nal” results of these experiments, usually a set of 
DNA/RNA variants or annotations relative to some 
reference assemblies. Except for those who are 
studying and developing algorithms and tools to 
produce them, these data are what people in 
different fields have to deal with. They are nec-
essarily big and organized in a way that doesn’t 
simplify their interpretation in terms of function-
al effect on phenotype. We speculated that a 
conceptual model of the connections between 

these data and the “genomic objects” usually 
studied (i.e. transcripts, miRNA, chromosomes, 
and so on) can be useful to make analyses and 
could greatly simplify the development of tools 
and programs. After defining such a model we 
implemented it, as well as a number of utilities. 
The result of this work is a C++ library (namely 
GeCo++: Genomic Computation C++ library) 
still actively developed but already used in our 
institute.

Methods
In the GeCo++ library, a genomic reference 
is defined as a portion of DNA identified by a 
name. A genomic element is then defined as an 
interval with a given strand along a genomic ref-
erence. Positions along a genomic reference are 
defined as zero based unsigned values. Element 
positions are defined relatively to the beginning 
of a given element and therefore are repre-
sented by signed zero based values. Intervals for 
both references and elements are considered as 

Figure 1: Reference, elements and variated elements definitions (upper panel). Positions and Interval mapping conventions 
are illustrated in the lower panel.
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right open ones. A genomic element instance 
is defined by its reference boundaries (interval), 
its strand and possibly by a number of variations 
(insertions, deletions and substitutions) relative to 
the reference.

One of our goals was to allow forth and back 
conversion between element and reference po-
sitions. A set of simple and consistent rules has 
been defined and is applied throughout the li-
brary in order to allow interval/position conversion 
and mapping between reference and variated 
elements. Some examples of conversion from 
reference to element positions and intervals are 
reported in Figure 1.

“Sites” can be added to Element objects. 
Sites are positions along the element that have 
a particular biological meaning depending on 
the application one is developing. As well as 
sites, “Connections” can be added, represent-
ing meaningful directed links between two sites. 
Finally we define “Features” as numerical proper-
ties whose value varies along the element. Let’s 
also define a "Feature Calculator" as an object 
that implements some algorithms to calculate/
retrieve a specific feature along an element.

The objects defined above have been im-
plemented in the GeCo++ library (Cereda et 
al., 2011). C++ was chosen because it’s object 
oriented, faster than other languages (especial-
ly interpreted ones) and because a great num-
ber of high quality computational biology C++ 
libraries do exist and can be readily included in 
C++ programs.

Further implementations, with respect to the 
published core, include the definition of the class 
“Genotypes” as an object intended to represent 
genotype information deriving from both rese-
quencing or genotyping experiments: it does 
so in terms of differences from a given refer-
ence. This object closely resembles to the kind 
of information one can find in a VCF (Variant Call 
Format) file. At this point we can formally define 
a pseudo function to assess the effect of one 
or more variations on a given feature along a 
genomic element as:

“mutated” element = method (“reference” 
element, genotypes , feature calculator)"

The resulting element allows to easily com-
pare the feature values with the original ones 
even when insertions and deletions are present. 
Furthermore, this comparison is independent 
from the algorithm used to calculate the feature 

and therefore the subsequent analyses can be 
performed in the same way for a given element 
type independently from the algorithm used to 
calculate the feature. Also, the genotypes ob-
ject provided can derive from any kind of ex-
periment: in this way, for example, it is straightfor-
ward to apply our function to data coming from 
Sanger sequencing to confirm NGS results.

A series of more specialized classes and func-
tions have also been added to the library to re-
trieve elements from different sources (i.e. UCSC, 
Ensembl, gff files), to calculate a variety of fea-
tures (PWM scores, RNA secondary structure) and 
to perform statistical tests on genotype informa-
tion. To this purpose a database structure has 
been defined to hold genotype information that 
can be accessed through the genotypes class. 
In this way we can read genotype information 
from the VCF file resulting from a whole genome 
multi-sample experiment, store it in the data-
base and later retrieve the information relative to 
the region/element and samples of interest.

By using the library it is particularly fast and 
easy to produce applications that implement 
complex tasks by using the method abstraction. 
Since C++ is not the most popular language 
(especially for those who have a biological 
background) we also developed a simple and 
lightweight framework which can produce com-
mand line applications that can be called from 
the R statistical package (R Core Team, 2012) 
and as web services. In this latter case a simple 
javascript library implements an Ajax interface.

Results and Discussion
The library is extensively used in our lab, we there-
fore have a way to store NGS as well as Sanger 
experiment results in a database. We also can 
analyze the results in different ways: from ge-
nome wide population genetics studies to single 
gene analyses performed by biologists in the 
molecular biology lab.

A set of applications has been developed 
to insert variations in the database and to ana-
lyze them. In particular through an application 
called deLorean it is possible to apply a variety 
of population genetics statistics to resequencing 
data. This application has been used in several 
population genetics studies recently published 
by our group to analyze the 1000 genomes pro-
ject data. From the functional analysis point of 
view, a still provisionally named "testPWM" ap-
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plication can evaluate variation effects on PWM 
scores of any JASPAR (Bryne et al, 2008) PFAM TFBS 
(Transcription Factor Binding Sites) matrix for any 
resequenced region in the database. Another 
application for which a web interface does al-
ready exist, allows researchers in our Institute to 
annotate their NGS sequencing variants with re-
spect to a list of transcripts or to the transcripts 
overlapping a given genomic region. 

The applications developed so far are exten-
sively tested (especially some of the utilities) by all 
groups in our institute, some part still need to be 
fully developed and an effort should be made in 
the near future to exploit the parallel computing 
opportunities offered by the modern hardware. 
The library, as well as the applications are avail-
able upon request.
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Motivation and Objectives
High-throughput production of both biomolecu-
lar data and their annotations is providing a 
rapidly increasing amount of very valuable in-
formation that can potentially help finding also 
long-searched answers to fundamental biomed-
ical questions. Yet, such data deluge makes dif-
ficult to extract the information most reliable and 
most related to the increasingly complex bio-
medical questions to be answered, which can 
simultaneously regard many heterogeneous as-
pects of single or multiple organisms, biological 
tissues, cells or biomolecular entities. To address 
such complex questions, many bio-data about 
several heterogeneous topics, which are availa-
ble but dispersed in different data sources, must 
be searched, extracted, integrated and com-
prehensively queried. 

Different approaches have been proposed 
to combine individual search services available 
on the Web in order to support such heterogene-
ous searches (Hull et al., 2006; Nekrutenko, 2010). 
Yet, they rarely rely on a general model of the 
services to be integrated and none considers, in 
the integration process, the often available par-
tial rankings of the data to be integrated. Lately, 
Search Computing (Ceri et al., 2010) has been 
proposed as a new software framework to build 
answers to complex search queries by interact-
ing with a collection of cooperating search ser-
vices and using ranking and joining of results as 
the dominant factors for service composition. By 
leveraging the peculiar features of search servic-
es, it offers query approaches, execution plans, 
plan optimization techniques, query configura-
tion tools, and exploratory user interfaces.
Here, we report and discuss our work aimed at 
supporting the explorative search of heteroge-
neous distributed bio-data and the automatic 
integration and global ranking of their individual 
search results, also taking into account the par-
tial rankings of individual searches. In so doing, 
we make a step towards the computational sup-
port required for complex biomedical question 
answering and biomedical knowledge discovery.

Methods
According to the Service Mart modeling ap-
proach of Search Computing (Ceri et al., 2010), 
we selected an initial set of typical biomolecular 
topics (i.e. Protein, Gene, Gene Expression and 
Biological Function) and modeled the Service 
Marts (i.e. the generalized and normalized con-
ceptual description) of the bioinformatics ser-
vices that provide data regarding such topics. 
We did so by identifying their main and common 
attributes and normalizing their names. We also 
defined the semantic Connection Patterns, i.e. 
the pair-wise coupling, between Service Marts of 
services that provide data about different topics. 
This was done by identifying pairs of normalized 
attributes of the connected Service Marts and de-
fining their comparison predicates, as conjunc-
tive Boolean expressions, that allow joining their 
values semantically. In so doing, we defined the 
Semantic Resource Framework (SRF) depicted in 
Figure 1, which constitutes the reference used by 
Search Computing to enable the exploration of 
the services registered in the framework and inte-
grate the data that they provide (Ceri et al., 2010). 

Then, using available Search Computing 
tools, we registered in the Search Computing 
framework five bioinformatics search services 
that provide data about the topics and seman-
tic associations described in the biomolecular 

Figure 1: Biomolecular Semantic Resource Framework de-
fined through modeling of data provided by bioinformatics 
search services and created through service registration. 
Boxes represent topics of the data provided by the search 
services registered in the Search Computing framework; 
lines represent the defined semantic connections created, 
at registration time, between the registered services.
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SRF in Figure 1, i.e. the NCBI Blast (Johnson et 
al., 2008) and WU-BLAST (Lopez et al., 2003) pro-
tein sequence alignment search services, the 
Array Express gene expression search service 
(Parkinson et al., 2005), and two access services 
to the protein coding genes and their biological 
function annotations (e.g. Gene Ontology an-
notations) in our Genomic and Proteomic Data 
Warehouse (GPDW, http://www.bioinformatics.
dei.polimi.it/GPKB/). Thus, through service regis-
tration, the biomolecular SRF in Figure 1, previ-
ously described at conceptual level, is created. 
To do so, for each service, first we created a 
wrapper, i.e. an adapter that matches the ser-
vice attributes to their normalized version defined 
in a modeled Service Mart, and associated the 
wrapper with such a Service Mart. Then we de-
fined one or more Access Patterns and Service 
Interfaces for the service. The latter ones map an 
access pattern to the end point of a concrete 
service data source, whereas the former ones 
are specific signatures of a Service Mart, with the 
characterization of each attribute as input (I) or 
output (O), depending on the role that the at-
tribute plays in the service call; furthermore an 
output attribute can be characterized as ranked 
(R), if the service produces its results in an order 
that depends on the value of that attribute. An 
example Access Pattern for the GPDW Gene to 
Biological Function Feature (BFF) service is: 
(GPDW _ Gene2BFF-Name _ byGeneID(GeneIDI, 
GeneIDNameI, BFFNameI, BFFIDO, BFFIDNameO, 
BFFNameO, BFFDefinitionO) )

Specific Connection Patterns between indi-
vidual registered services are then automatically 
derived from the Connection Patterns defined at 
conceptual level between the modeled Service 
Marts that have been associated with the regis-
tered services. 

Results and Discussion
Leveraging the Search Computing framework 
and biomolecular SRF, which we constructed as 
previously reported in (Masseroli et al., 2011) and 
briefly described in the Methods section, we cre-
ated the Bio Search Computing (Bio-SeCo) ap-
plication. In particular, in the work here reported, 
we modeled and registered in Bio-SeCo two ad-
ditional services and created a Web interface 
that offers public access to Bio-SeCo at http://
www.bioinformatics.dei.polimi.it/bio-seco/seco/. 
It enables explorative search, automatic integra-

tion and global ranking of bio-data individually 
provided by the services registered in the frame-
work. In this way and thanks to the additional ser-
vices integrated, Bio-SeCo supports explorative 
answering of even more complex biomedical 
questions and biomedical knowledge discovery. 

As an example, let us consider the following 
complex question: Which are the genes (if they 
exist) that encode proteins, in different organ-
isms, with high sequence similarity to a protein X 
and have some biomedical features in common 
(e.g. up/down significantly co-expressed in the 
biological tissue or condition Y and involved in 
the biological function Z)? Using Bio-SeCo, a user 
can first input the UniProt ID of a protein X and 
run a sequence alignment search, by using the 
NCBI Blast or WU-BLAST service, to look for amino 
acid sequences similar to the protein X in a user 
selected protein database (e.g. UniProtKB Swiss-
Prot). Then, he/she can select the most similar 
proteins found (or some of them, e.g. only those 
of some selected organisms) and automatically 
retrieve the coding gene of each of them by 
using the GPDW protein coding gene query ser-
vice. Next, the user can search for biomedical 
features shared among the retrieved genes. For 
instance, by using the Array Express and GPDW 
gene biological function annotation services, 
he/she can explore if some of such genes are 
significantly co-expressed in the same biological 
tissue or condition Y and are known to be involved 
in the biological function Z. For example, the user 
can set the human Paired box protein Pax-6 iso-
form a protein (UniProt ID P26367) as input protein 
X, tumor as pathological biological condition Y, 
and regulation of apoptotic process as biologi-
cal function Z. By doing so, unpredictably, on July 
20th 2012, Bio-SeCo discovered the human PAX7 
and PAX2, mouse Pax8 and human PAX8 genes, 
ranked by their global score of 0.90661, 0.90407, 
0.90354 and 0.90289, respectively (with 1.0 as 
best score). This global score is computed by 
Bio-SeCo according to a score function defined 
as a combination of partial scores of intermedi-
ate ranked results, i.e. of the ranked sequence 
alignment expectation and gene expression p-
value. To compute the global score, we adopt-
ed the Fagin method (Fagin et al., 2004), which 
resulted to be very fast and less computationally 
demanding than a recently proposed and very 
promising approach for ranking composition 
(Cohen-Boulakia et al., 2011). The 4 genes found 

http://www.bioinformatics.dei.polimi.it/GPKB/
http://www.bioinformatics.dei.polimi.it/GPKB/
http://www.bioinformatics.dei.polimi.it/GPKB/
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encode, respectively, the human Paired box pro-
tein Pax-7, human Paired box protein Pax-2, mouse 
Paired box protein Pax-8 and human Paired box 
protein Pax-8 (which have 1.35413 E-76, 1.72295 E-70, 
3.22281 E-69 and 1.16475 E-67 expectation of se-
quence similarity to the input human Paired box 
protein Pax-6 isoform a protein) and all 4 genes 
are significantly co-expressed in tumor with a 1.0 
E-11 p-value. 

As the described methods and results dem-
onstrate, Bio-SeCo provides a public extremely 
useful automated support for exploratory search-
es at the base of Life Science data driven know-
ledge discovery. It enables the user to explore 
the very large and very heterogeneous bio-data 
available, allowing he/she to easily make diffe-
rent attempts, inspect obtained partial results 
and move forward and backward in the con-
struction of the global query that would eventu-
ally find the most relevant results, in case after 
several unsuccessful attempts.
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Motivation and Objectives
Understanding the genetic causes of human 
diseases is the major goal towards an effective 
personalized medicine. High-throughput tech-
nologies such as linkage analysis, association 
studies and array experiments allow to obtain 
experimental evidence of chromosomal regions 
associated with phenotypes. However, these 
technologies typically report a large number of 
results (i.e. genes, variants, etc.) associated with 
the conditions under study. In this context, tools 
supporting researchers in the process of prioritiz-
ing diseases, genes, and variations are highly de-
sired to assist the scientific research and provide 
guidance on the most promising hypotheses. To 
this end, many gene-disease prioritization meth-
ods have been proposed in the literature (Moreau 
and Tranchevent, 2012). These methods describe 
computational approaches that use information 
retrieved from diverse sources in order to obtain 
prioritized lists of candidate genes to be related 
with a certain target disease. However, most of 
these tools do not consider gene variations, al-
though they are known to be the main cause for 
many diseases. Proposals like AnnTools (Makarov 
et al., 2012) or SNPRank (Jadamba et al., 2012), 
based in genome-wide association studies 
(GWAS), relate variations directly to diseases, but 
leave gene-disease information out or implicit. 
Moreover, most currently available tools for as-
sociating genome variations to diseases focus 
on coding regions, disregarding relevant infor-
mation present in the promoter regions of genes, 
such as variations that alter the binding affinity 
of transcription factor binding sites (TFBS), which 
have been shown to play an important role in the 
regulatory machinery of the cell.

In this work we present DiGSNP (Disease-
Gene-SNP Prioritizer), a tool which allows to relate 
diseases, genes and variations in regulatory re-
gions of the genome (particularly, those affect-
ing TFBSs), simultaneously, helping researchers to 
understand how these relations work and focus 
on the most relevant regulatory elements in the 
early research stage of any disease. 

Methods
DiGSNP prioritizer searches for relations between 
diseases, genes and variations in a two-level hier-
archy. The first level builds an ordered list of genes 
related to a query disease. The second level adds 
a list of single-nucleotide polymorphisms (SNP) 
present in TFBSs in the regulatory regions of each 
gene (i.e. building a Disease-gene-SNP hierarchy), 
prioritized by the expected level of influence in the 
binding affinity of the TFBS.

Disease-gene prioritization method is based 
on ProphNet (Martinez et al., 2012, http://ge-
nome2.ugr.es/prophnet/ ). This method allows 
to prioritize biological entities from different do-
mains (e.g. genes, diseases, protein domains) 
by integrating an arbitrary amount of heteroge-
neous sources of data represented as networks. 
The resultant super-graph is then mined using a 
Random Walk with Restart (RWR) algorithm for ob-
taining prioritized lists of elements associated to 
the user query. We have applied the ProphNet 
algorithm to obtain prioritized lists of genes for 
a query disease. The algorithm was applied on 
a network composed of three different types of 
nodes: genes/proteins, phenotypes and pro-
tein domains. The phenotype network and the 
phenotype-gene connections were extracted 
from OMIM using text-mining techniques; the 
gene network was obtained from the Human 
Protein Reference Database (HPRD, http://www.
hprd.org/) and the protein domain network was 
derived from DOMINE and InterDom (http://inter-
dom.i2r.a-star.edu.sg/), with the domain-gene 
and domain-phenotype relationships extracted 
from Pfam (http://pfam.sanger.ac.uk/).

After obtaining a prioritized list of genes relat-
ed to the query disease, each gene is associat-
ed to a list of SNPs present in its promoter regions. 
SNPs are obtained from dbSNP (http://www.ncbi.
nlm.nih.gov/projects/SNP/). Gene-SNP prioritiza-
tion is applied to each SNP list based on two cri-
teria. First, SNPs located in a TFBS are candidate 
regulatory SNPs. Second, a SNP that causes dras-
tic changes in the binding affinity of a TFBS has a 
higher probability to affect the gene regulation 

http://genome2.ugr.es/prophnet/
http://genome2.ugr.es/prophnet/
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and therefore to be related to the query disorder. 
In order to assess whether a SNP is located in a 
known TFBS, SCintuit (García-Alcalde et al., 2010), 
a sequence-motif similarity measure, is used. 
SCintuit applies intuitionistic theory, an extension 
of fuzzy theory, to generate a similarity score. 
Motif information is retrieved from Jaspar (http://
jaspar.cgb.ki.se/) and TRANSFAC. According to 
the mentioned two criteria, DiGSNP reduces the 
set of SNPs in regulatory regions of the gene to a 
set of SNPs located in a site matching a TFBS, i.e. 
sites showing a SCintuit similarity score to a known 
TFBS above a provided threshold. Selected SNPs 
are ordered depending on the difference of 
similarity between the mutated and wild-type al-
leles. Therefore, SNPs that dramatically alter the 
binding affinity of a TFBS are ranked at the top 
by DiGSNP.

Disease Gene SNP SNP 
score

Gene 
region

Motif ID

Alzhei-
mer

APP rs199610454 0,32 5' UTR Kid3

rs201528959 0,27 5' UTR Churchill

rs200990709 0,25 5' UTR HNF4

PSEN2 rs200123803 0,34 5' near 
gene

ZNF354C

rs200034334 0,32 5' UTR Kid3

rs150618255 0,29 5' near 
gene

Kid3

PSEN1 rs202004275 0,32 5' UTR Kid3

rs201506908 0,29 5' UTR Kid3

rs200531676 0,29 5' UTR MAFB

TREM2 rs113167129 0,34 5' near 
gene

ZNF333

rs187797067 0,34 5' near 
gene

C-MAF

rs138222305 0,32 5' near 
gene

Kid3

HD rs192838728 0,32 5' near 
gene

Kid3

rs28616835 0,32 5' near 
gene

Kid3

rs398691 0,32 5' near 
gene

Kid3

Integrating these two prioritization methods, 
we offer an approach to disease-gene-SNP pri-
oritization. In table 1, a summary result relating 
Alzheimer disease to a list of prioritized genes 
and each gene relating to a list of prioritized SNPs 
is shown. This way of structuring the information 

allows the user to visually infer possible relations 
among genes, diseases, SNPs and TFBSs. For in-
stance, the frequent appearance of motif Kid3 
as best result in many SNPs reveals a direct rela-
tion of Kid3 and Alzheimer (Acquaah-Mensah et 
al., 2012), which would have been otherwise dif-
ficult to discover.

Results and Discussion
The proposed methodology can be applied to 
any prioritization method that can score genes 
relating to diseases and SNPs related to genes. 
Due to the lack of information sources relating 
regulatory variations and diseases, validation 
becomes a difficult process, along with deter-
mining the biological impact of the results ob-
tained. Relations between genes in Table 1 such 
as APP, TREM1 and TREM2 and Alzheimer disease 
can be found in the literature (Cruchaga et al. 
2012). However, finding information in the litera-
ture about the SNPs that appear in table 1 was 
not possible. The main reason is probably that the 
focus of research relating to SNPs has relied on 
coding regions, searching for missense variations 
in exomic areas of the genome. Our main fo-
cus is transcriptional regulation, area from which 
the amount of available information is much less 
significant. Moreover, other tools, like SNPRank 
(Jadamba et al., 2012), focus on coding areas 
of the genome. This makes it unfeasible to com-
pare the results, since the sets of SNPs obtained 
should always be different. Other approaches 
like regSNPs (Teng et al. 2012) focus on regulatory 
elements, but require experimental evidence 
from a GWAS and make an inverse process, 
starting from variations proven to be related to a 
disease by GWAS results. Furthermore, these tools 
relate directly diseases and variations, leaving 
gene information out or implicit.

We believe that DiGSNP can be helpful to re-
searchers, who can see in a glance the relation-
ship between a certain disease and a set of SNPs 
related to genes, probably involved in the regu-
lation processes that affect the target disease. In 
addition, the second step of DiGSNP focuses on 
genomic information and our knowledge about 
TFBSs and their binding affinity, making it possible 
for researchers to obtain a set of probable candi-
dates for any disease. Evidence of variation-dis-
ease association in the literature is not needed 
for placing a query in DiGSNP. This feature makes 
DiGSNP a helpful tool when trying to discover a 

Table 1: Fragment of the information obtained with DiGSNP 
for Alzheimer disesase. A top rank of 5 genes is shown, and 
for each of them the top ranked 3 SNPs. Each SNPs is also 
associated with the region of the gene where it was found 
and the motif that generated its score.

http://jaspar.cgb.ki.se/
http://jaspar.cgb.ki.se/
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set of highly related SNPs and genes to a new 
query disease to boost further research.
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Motivation and Objectives
Altered species distributions, the changing nature 
of ecosystems and increased risks of extinction 
all have an impact on important areas of social 
concern. Biologists and environmental scientists 
are asked to provide decision support for manag-
ing biodiversity components of our environment 
at multiple scales (genomic, organismal, habitat, 
ecosystem, landscape, etc...) to prevent and miti-
gate such losses. The BioVeL project (www.biovel.
eu) is aspires to address these needs by offering 
a series of robust and reliable web services that 
could be managed with the tools suite of the 
myGRID project. The project proposes the build-
ing of workflows exploiting these services to ensure 
best practice and efficiency of use. These work-
flows provide the end users the capabilities to exe-
cute application easily accessible through several 
kind of resources such as EGI grid infrastructure, lo-
cal batch farm or dedicated servers. Within the first 
round of services produced by the project, here 
we describe the phylogenetic inference workflows.

Phylogenetic inference is a summary of the 
evolutionary history of a group of organisms. The 
topology summarizes the relationships among 
the organisms, while branch lengths summarize 
the expected changes along a given section of 
them (Felsenstein, 2004). Therefore, phylogeny 
can be used as a basic tool to summarize biodi-
versity, categorize groups of organisms and study 
the impact of environmental change on biodiver-
sity. Unfortunately, almost all phylogenetic meth-
ods are computationally intensive and sensitive to 
misuse (i.e bad model choice could cause high 
support for wrong answer). For that, this workflow of-
fers an easy way to use phylogenetic services that 
will allow a broad adoption of best phylogenetic 
inference practices in the current work of biodiver-
sity scientists including not only ecologists and en-
vironmental scientists (Honeycutt et al., 2010) but 
also medical doctors interested in studying pa-
tients' biome (Cho and Blaser, 2012; Delzenne et 
al., 2011). In particular, in the field of environmen-
tal sequencing processing biosequences within a 

phylogenetic context is a preliminary step for both 
taxonomic annotation and inferring evolutionary 
process from sequences within or across samples. 

The usage of well designed workflow into 
Taverna workflow management system (Hull et al., 
2006), is the key advantage of this work, as it will 
allow the end users to manage the execution of 
complex algorithms with simple interaction such 
as configuring simple parameters (input files and 
execution options), while the workflow will ensure 
the use of quality control steps and flag problem-
atic inference at both the alignment level and 
then at the phylogenetic step itself.

It is important to note that, the implementation 
of the workflow within a workflow engine and editor 
publicly available, as in the myGRID suite of tools, 
allow two important practices to be implemented: 
1) detailed peer review of the protocol implement-
ed in a given work and 2) flexible update and/or 
modification of the workflow by the users without a 
specific coding capacities.  

Methods
The workflow starts from a user defined list of bi-
osequences (DNA/Amino Acids), access an align-
ment Web Service that implement HMMER3 align 
algorithm (Eddy, 2011) and uses, conditioned on 
the biosequences as queries, the correct PFAM 
as guiding profile chosen with ‘HMMER3 scan’ 
function. Using a supplied user threshold, DNA or 
Amino acids sites with lower posterior probability 
are filtered out. The alignment loaded in the work-
flow engine is then formatted to Nexus format. 
The MrBayes (Huelsenbeck et al., 2001; Altekar et 
al., 2004) model block is built following user sup-
plied request, while the MCMCMC (Metropolis-
coupled Markov Chains Monte Carlo) numeri-
cal integration options are in part specified by 
the user and in other part are fixed to maximize 
MPI efficiency on the farm system. MCMCMC 
numerical integration convergence is assessed 
by GeoKS (Battagliero et al., 2011) software that 
estimates burn-in value and the reached con-
vergence based on the tree parameter.
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The convergence information is back supplied 
to MrBayes to produce summary statistics submit-
ted successively to the workflow. To control the mo-
lecular evolution model fit to the data, a web ser-
vice implements a posterior predictive test within 
the software HyPhy (Pond et al., 2005) which uses 
as input the samples from the posterior distribution 
to simulate 200 data sets and compare the origi-
nal data entropy with the distribution of simulated 
ones. The workflow is built within Taverna Workflow 
Management System, each of the described steps 
are executed in a distributed computational envi-
ronment like EGI grid infrastructure. This is possible 
because we have built a REST-FUL web service that 
exploits the usage of JST (Job Submission Tool) 
(DeSario et al. 2009; Tulipano et al. 2011) in order 
to submit and monitor the jobs over the grid. In 
this work we will show how the same web service 

built in Java and deployed over Tomcat server 
could be used to submit different applications 
and all procedures used to ensure the correct 
execution of the requested runs. We will also de-
scribe workflows provided to the final users and 
how they could help to use the grid infrastructure.

Results and Discussion
The use of JST helps in the management of jobs 
submitted to all computing infrastructure, and 
enables the Web Services to use all resources 
that are needed from the users. In these work-
flows, indeed, the user could need different 
computing resources: grid EGI infrastructure, lo-
cal batch facilities and dedicated servers. By 
means of those workflows and the use of JST, the 
end user could exploit all the resources in a trans-
parent and easy way. To solve the problem of 

 Figure 1. Schema Main Workflow showing underling web services and computational resources. Gray arrows indicates real 
data flow, black arrows logic and symbolic link. Table 1: Fragment of the information obtained with DiGSNP for Alzheimer 
disesase. A top rank of 5 genes is shown, and for each of them the top ranked 3 SNPs. Each SNPs is also associated with the 
region of the gene where it was found and the motif that generated its score.
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staging input and output, we choose a WebDav 
server in order to keep the interaction between 
the users and the service as simple as possible. 
In fact using the WebDav protocol the user could 
mount directly the remote server as a local file-
system on his own personal computer, allowing a 
very easy transfer of single files or entire directory 
with a simple drag&drop.

The solution described in this work will allow 
also the very end user to exploit the power of a 
computing grid infrastructure like EGI, without the 
complexity of learning a new interface. Indeed, 
the community of BioVel, as many others com-
munities are used to have Taverna as the only 
interface for their research. Expressing the high 
level formalization of the algorithm in a workflow 
language, allows scientists interested in setting 
up algorithm’s parameters but not expert in grid 
technology to improve and update the system, 
and in same time non-expert scientists to use 
those services. In fact, using workflows, research-
ers could only focus the effort on scientific ac-
tivities instead of learning complex procedures 
to execute their applications, and once the 
workflow is developed all others researchers can 
re-use a part of it or the entire workflow to build 
ad-hoc application according to their needs.
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Motivation and Objectives
Nowadays, many organizations use portals ex-
tensively as a single-point access to information, 
applications, and people. However, dealing with 
the constantly growing amounts of information 
available through web portals is difficult and 
time-consuming for users. Most of the current 
portal systems enable users to retrieve content 
statically defined as relevant - but reading and 
interpreting it remain a serious bottleneck. We 
propose to break this bottleneck with a person-
alized information system that integrates Natural 
Language Processing (NLP) to support users in 
analysing, transforming, and creating knowl-
edge from large amounts of textual content. Our 
approach is a novel combination of web por-
tal technology with the Semantic Assistants (SA) 
framework (Witte and Gitzinger, 2008), an exten-
sible software architecture that allows invoking lit-
erally any NLP or text mining tool using either Web 
Services or Application Programming Interfaces 
(API). The whole system is designed to give us-
ers full control over personalization, and leverage 
visualizations to adjust the adaptive behaviour to 
the users’ preferences in an easy-to-use way.

Methods
The proposed system relies on three major 
components: a web portal compliant with the 
Java Portlet Specification JSR286; the Semantic 
Assistants framework providing NLP services; and 
a module dedicated to user modelling and per-
sonalization. Web Portals are web applications 
providing users with unified access to various in-
formation resources and services. The most wide-
ly used industry standard for portal technology is 
the Java Portlet Specification JSR286. This stand-
ard defines an API for developing portlet applica-
tions in the Java programming language. A port-
let is a pluggable user interface component that 
provides a specific piece of content or an appli-
cation. Portlets can be aggregated into a portal 
page. Semantic Assistants are an existing open 

source service-oriented framework that brokers 
NLP pipelines as W3C standard web services. 
This framework brings NLP techniques directly to 
end users by integrating them within desktop ap-
plications. User Modelling and Personalization 
components allow storing information on user 
interests, which are represented as an overlay of 
domain concepts defined in the domain ontolo-
gy. For each concept, the user model stores the 
exact degree to which the user is interested in it. 
The user model is updated following our hybrid 
approach (Bakalov et al., 2009). The portal con-
tent is delivered to users through personalizable 
portlets that can be viewed in standard or per-
sonalized states. In a personalized state, users can 
choose between several personalization effects 
(e.g., sort content by interest or chronologically).
Genozymes Portal: This biochemical literature 
portal has been developed for the Genozymes 
project at Concordia’s Centre for Structural and 
Functional Genomics (CSFG) and is currently in 
use by a group of biologists, biochemists and 
geneticists working on lignocellulose research. 
The goal of this research is to find novel ways of 
creating bioproducts and biofuels from green 
waste. Part of this work is the curation of content 
regarding specific enzymes of fungal origin from 
the domain literature. Towards this end, literature 
from the PubMed portal needs to be evaluated 
for relevance, which is a time-consuming task. 
To support these researchers, we automatically 
import new articles appearing on PubMed into 
a portal (Figure 1), processing them with the my-
coMINE NLP pipeline (Meurs et al, 2012), which 
extracts entities and facts related to fungal en-
zymes. The Query portlet displays user’s search 
queries. These queries can be hierarchically or-
ganized and modified by adding, renaming or 
deleting keywords. The Listing portlet presents the 
most relevant papers found among new articles 
appearing on PubMed with regards to all or a se-
lected subset of the user queries. In our example 
(Figure 1), the mention of cellulose percentage 
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has been selected in the Query portlet and the 
user has requested the mycoMINE assistant on 
the papers appearing in the Listing portlet. The 
Index portlet displays the mycoMINE results in 
terms of entities and facts mentioned in the pa-
pers. The number of different occurrences is in-
dicated for each type of entity and fact (e.g. 47 
different enzymes). Each reported entity or fact 
is linked in the texts to their corresponding men-
tions, which are underlined, then highlighted 
when the user selects them in the Index portlet. 
Portal content and SA results can be personal-
ized by users. In the personalized view, users can 
view and edit their interest profile as well as define 
how the portlet content should be personalized. 
This is done in a personalization options window 
(Figure 1 - bottom) displayed as an overlay over 
the portlet. The personalization options vary from 
portlet to portlet. For example, the Listing port-
let supports three personalization effects which 
can be selected by checking the correspond-
ing checkboxes: (1) sorting publications accord-
ing to the user interest profile; (2) highlighting the 
most interesting of the user publications by a 

colour marker; (3) highlighting mentions of items 
from the user interest profile in the publications 
list. User changes on the personalization options 
are immediately projected onto the portlet con-
tent. The personalization interface we proposed 
(Bakalov et al., 2010) visualizes user interests using 
a metaphor of circular zones partitioned into slic-
es, where each zone represents items of certain 
interest degree and each slice represents items 
of a specific type. The hot zone in the centre 
displays items that users are strongly interested 
in, while the cold zone at the circle edge dis-
plays less interesting items. The visualization fol-
lows Shneiderman’s information seeking mantra 
(Shneiderman, 1996) by providing functions for 
getting an overview, zooming in and out, filtering, 
searching and giving detailed information about 
items upon request (Figure 1 - bottom, details). 
The visualization also allows editing information in 
the model (adding and deleting items, chang-
ing interest degree, etc.). Similar to the changes 
of personalization options, all changes in the in-
terest profile made through the visualization are 
immediately projected on the personalized con-

Figure 1: Genozymes portal with IntrospectiveViews
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tent. For example, upon a change in the interest 
profile, the publications in the Listing portlet will 
be re-sorted and the colour markers of the most 
relevant publications will be updated.

Results and Discussion
To evaluate the impact of introducing person-
alized text mining services in our Genozymes 
portal, we conducted a user study with seven 
CSFG researchers. The results of this evaluation 
showed that providing users control over person-
alization and text mining services makes sub-
stantial impacts on the usefulness, usability, and 
user satisfaction of the personalized system. The 
Genozymes portal is available for demonstration 
at http://www.minerva-portals.de:10040/wps/por-
tal, user=demo, pswd=portaluser. 

We demonstrate how to enhance web por-
tals with personalized text mining services that 
enable users to focus on the interesting sections 
of the presented contents. In such a way, por-
tal users can apply NLP tools not only on publi-
cations, but also on a variety of other resources 
and applications that can be aggregated using 
portal technology, such as patents, databases, 
samples, or observation and sensor data.
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Motivation and Objectives
Cancer is a very complex disease and under-
standing its dynamics and evolution is one of 
the challenges of modern biosciences. As most 
available data on cancer is static, extracting 
dynamic information about its progression from 
“static” biological data would have a major sig-
nificance. 

We are approaching the Temporal Ordering 
Reconstruction (TOR) problem, that is the sorting 
of a collection of multi-dimensional biological 
data to reflect an accurate temporal progression 
of the target disease.

The most general form of the TOR problem has 
been studied from many points of view. Firstly, the 
TOR problem, as defined above has been tack-
led mostly in two works, which use gene expres-
sion data as the “raw’” data in the samples (Gupta 
and Bar-Joseph, 2008; Magwene et al., 2003). 
Secondly, another series of works start by analyz-
ing comparative genomic hybridization data to 
build a plausible tree of possible gene mutation 
events and continue towards a use of Bayesian 
models to assess pathways variations in a disease 
(Desper et al., 1999; Pathare et al., 2009; Gerstung 
et al., 2011; Beerenwinkel et al., 2005).

Our work is more focused on a specific ap-
proach to the TOR problem, previously proposed 
by Gupta and Bar-Joseph (Gupta and Bar-
Joseph, 2008), which has been shown to work for 
gene expression data and we develop a meth-
odology which enables us to apply this tech-
nique on a Copy Number Alterations (CNAs) 
data set. We also aim to provide a building 
block in an analysis pipeline that can be used 
to look at temporal reconstruction problems that 
assume an already (partially) ordered dataset 
(Ramakrishnan, 2010; Antoniotti, 2010).

Methods
The technique presented by Gupta and Bar-
Joseph (Gupta and Bar-Joseph, 2008) is based 

on the reduction of the sorting problem to the 
Travelling Salesman Problem (TSP), under two 
biologically realistic assumptions over the gene 
expression data set. As we can assume that the 
CNAs data also fulfils these two assumptions, we 
develop a methodology which enables us to 
apply the technique on a CNAs data set.

In order to capture distinct aspects of the 
complex CNAs phenomenon, we define sev-
eral chromosome-related measures and certain 
filters targeting significant portions of chromo-
somes. We also aim to identify which of these 
measures performs best regarding tumour pro-
gression or whether chromosomal gains (ampli-
fications) or losses (deletions), considered sepa-
rately, could influence the outcome. 

As chromosome measures, we introduce the 
following notions: value, intensity, number and 
the averaged analogous: average of the values 
and average of the intensities, all these refer-
ring to alterations, deletions and amplifications. 
Furthermore, we propose two filtering methods to 
be applied on the initial data set, which could 
lead us towards obtaining more accurate order-
ings:

• recurrent CNAs - we consider those CNAs 
that belong to regions of the chromosomes that 
have suffered alterations in a higher number of 
different samples;

• recurrent CNAs, as well as CNAs belonging 
to regions that include at least one of the genes 
known to be involved in tumor progression (can-
cer driver genes).

In order to build the TSP instance, we consider 
the cities to be represented by the 22-dimen-
sional samples (each dimension corresponding 
to one chromosome, not considering the gen-
der-linked chromosome) and a distance matrix 
is used to define distances between any two 
samples. Two types of metrics are used: the L1 
distance and the Euclidean distance.

Figure 1 briefly illustrates our methodology, 
highlighting the most important steps that were 
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used to determine a temporal ordering for a set 
of biological samples. 

We tested the algorithm on a CNAs data set 
(Reid et al., 2009), consisting of 44 samples, in 
different stages of colorectal cancer (CRC). 
Three types of tests were made, one for the ini-
tial input data set and two for the subsets ob-
tained by applying the above mentioned filters, 
therefore obtaining several different orderings. As 
a validation criterion, we used the survival time 
of each patient, after being diagnosed. We de-
fined the “ideal ordering’” as the one in which the 
first sample has the maximum, while the last one 
has the minimum overall survival time. Using the 
Squared Deviation Distance (SDD), the distance 
from each obtained solution to the ideal one 
was computed. Therefore, the orderings having 
smaller SDDs (with regard to the ideal ordering) 
were considered to be more accurate.

Results and Discussion 
Results show that the test in which recurrent CNAs 
are used in conjunction with CNAs belonging to 
cancer driver genes produces the highest simi-
larities with respect to the ideal ordering, i.e., the 
lowest values of the SDD, in terms of minimum 
value. Therefore, the more filters we apply on the 
input data set, the closer the minimum obtained 
orderings are, with respect to the ideal one. This 
clearly outlines the importance of combining 
biological knowledge with mathematical tech-
niques to achieve significant results.

The best result was obtained for the test that 
takes into account the CRC driver genes and 
recurrent CNAs, with the chromosome measure 
average of values of alterations and for the L1 dis-
tance. The samples in the first half of this ordering 
belong to patients who have (on average) signifi-
cantly higher survival times than those in the last 
half. Although in our data set the CRC histologi-

 Figure 1: Representation of the proposed methodology. Starting from the input data set, different subsets are defined, us-
ing abstraction mechanisms. A TSP instance is built for each new data set and finally, the solution to the TSP represents the 
temporal ordering of the given samples.
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cal stages are not always directly correlated to 
the survival time, we observe that the best order-
ing is also compatible with the CRC stages, to a 
certain degree. 

Concerning the other chromosome meas-
ures, we have noticed that, on average, in the 
case of values and intensities, amplifications 
and deletions, considered separately, induce a 
better ordering than all alterations; in the case 
of the number, deletions seemed to be more 
relevant, when considering the L1 distance, while 
for the Euclidean distance, all alterations inferred 
orders with lower SDDs. For the averaged values 
and intensities, all alterations have proven to 
be more important than either gains or losses, 
when considering the L1 distance. On average, 
the orderings obtained using the L1 distance are 
more accurate, compared to those using the 
Euclidean distance.

We have presented a particular solution for 
the temporal ordering reconstruction problem. 
We have built our approach on a previously pro-
posed solution (Gupta and Bar-Joseph, 2008), 
by adapting it to chromosomal CNA data and 
we tested it on a CRC data set. To the best of 
our knowledge, our work is the first to adapt the 
TSP approach to the TOR problem, in conjunction 
with CNA data.
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Motivation and Objectives
Glycans or carbohydrates, both in the form of 
polysaccharides or glycoconjugates are increas-
ingly recognised as being implicated in human 
health. Glycosylation is probably the most impor-
tant post-translational modification in terms of 
the number of proteins modified and the diversity 
generated. Since glycoproteins, glycolipids and 
glycan-binding proteins are frequently located 
on the cell’s primary interface with the external 
environment many biologically significant events 
can be attributed to glycan recognition. In other 
words, glycans mediate many protein-protein in-
teractions. In spite of such a central role in bio-
logical processes, the study of glycans remains 
isolated, protein-carbohydrate interactions are 
rarely reported in bioinformatics databases and 
glycomics is lagging behind other -omics. 
Recent progress in method development for 
characterising the branching structures of com-
plex carbohydrates has now enabled high 
throughput technology. Automation then calls 
for software development. Adding meaning to 
large data collections requires bioinformatics 
means. Current glycobioinformatics resources 
do cover information on the structure and func-
tion of glycans, their association with proteins or 
their enzymatic generation. However, this infor-
mation is partial, scattered and often inacces-
sible to non-glycobiologists. 

In partnership with expert international re-
search groups we are involved with the de-
velopment of the UniCarb KnowledgeBase 
(UniCarbKB), an effort to develop and provide 
an informatic framework for the storage and 
the analysis of high-quality data collections on 
glycoconjugates, including informative meta-
data and annotated experimental datasets 
(Campbell et al., 2011). UniCarbKB is an initiative 
designed to support research in systems biology 
by complementing proteomics with glycomics

Methods
To achieve our goals, UniCarbKB is partnering 
with BCSDB (Bacterial Carbohydrate Structure 
Database), GlycomeDB, GLYCOSCIENCES.de 
JCGGDB (Japan Consortium for Glycobiology and 
Glycotechnology Database), MonosaccharideDB 
to develop a standard Resource Description 
Framework RDF representation for carbohydrate 
structure, biological and bibliographic annotations 
and experimental evidence. Access to data stored 
in this format will allow users to perform queries that 
were not previously possible, and provide the ideal 
platform for connecting these disparate resources. 

While we are still in the early development 
phases, we have designed a scalable web-
friendly framework that integrates information 
from GlycoSuiteDB and EUROCarbDB. UniCarbKB 
is a representation of the tremendous growth 
in information available in glycomics and the 
adoption of leading-edge technologies to dis-
seminate and query this knowledgebase. 

UniCarbKB is based on the reengineering of 
GlycoSuiteDB and EUROCarbDB and built on the 
foundations of lightweight Java Rails architecture 
implementing new search features to explore 
the wealth of new data now available. The new 
version will be on-line late 2012. The framework 
adopts agreed standards to store structural and 
metadata content including the translation of 
GlycoSuiteDB structure entries into the GlycoCT 
format offering a comprehensive structure data-
base (Herget et al., 2008). Significant improve-
ments to the data schema have enabled the 
merger of these two databases in particular the 
rational adoption of taxonomic, tissue and dis-
ease ontologies. The schema is module in de-
sign to segregate the three components (i) struc-
ture (ii) informative metadata and (iii) supporting 
analytical data.

Results and Discussion
New information relevant to glycoproteins, nota-
bly the inclusion of glycosylated structures local-
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ised in different tissues sourced from a literature 
exploration study was incorporated. This led to 
build an accessible database of qualitative and 
quantitative protein glycoprofiling data. In paral-
lel, special effort is invested into linking this infor-
mation with sugar recognition curated data (e.g., 
SugarBind and CFG Glycan Array) to allow deeper 
mining of the functional role of glycans. At this 
stage, our first focus is on infectious diseases.

The overall aim of the project is to access, 
query and mine the most comprehensive bio-
curated overview of existing glycoinformation as-
sociated with proteins in a site-specific manner 
both from the attachment and the recognition 
perspective.
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Motivation and Objectives
With high-throughput technologies in the life 
sciences, particularly in molecular biology, the 
amount of data available has grown exponen-
tially. Yet, such data are stored in several different 
formats and spread into numerous databanks 
(Galperin and Fernández-Suárez, 2012). This 
scenario makes even more difficult to find and 
retrieve the data required to answer the scien-
tists’ questions, which usually are complex and 
regard multiple biological entities and several of 
their aspects. Consequently, in the last few dec-
ades biological data integration has become a 
major focus in bioinformatics. Data integration 
is essential to comprehensively evaluate and 
search information from different databanks. For 
example, no single data source exists that sup-
plies association data between protein interac-
tions and genetic disorders.

There are several approaches, with related 
implementations, to integrate heterogeneous 
data from different sources, such as information 
linkage (e.g. SRS (Etzold et al., 1996), NCBI Entrez 
(Tatusova et al., 1999)), federated databases (e.g. 
BioKleisli (Davidson et al., 1997), DiscoveryLink 
(Haas et al. 2001)), multi-databases (e.g. TAMBIS 
(Stevens et al., 2000), BACIIS (Miled et al., 2002)), 
mediator based solutions (e.g. BioDataServer 
(Freier et al., 2002), Biomediator (Cadag et al., 
2007)) and data warehousing (e.g. EnsMart 
(Kasprzyk et al., 2004), BioWarehouse (Lee et al., 
2006)). Data warehousing is the most conveni-
ent one when the data are very numerous and 
offline processing is a necessity to mine integrat-
ed data efficiently and comprehensively. Using 
such an approach, we created an integrative 
data warehouse, where integration is performed 
based on a predefined modular data model 
that provides a unified reconciled global view of 
the integrated data. Data warehouse creation 
and updating is performed by supervised auto-
matic procedures, which also control variation of 
the integrated data in the original data sources 
(Davidson et al., 1995). The used modular data 
model supports both easy data warehouse ex-
tensibility, with the integration of new data sourc-

es, and effective automatic querying on the in-
tegrated data for their search and extraction.

Methods
We built a Genomic and Proteomic Knowledge 
Base (GPKB), which is a relational, integrative 
and multi-organism data warehouse containing 
heterogeneous genomic and proteomic an-
notation data. We import them from several well 
known public databases, including Entrez Gene, 
UniProt, IntAct, MINT, BioCyc, KEGG, Reactome, 
GO, GOA and OMIM, The very numerous data 
integrated, which regard biomolecular entities 
(mainly genes and proteins) and their biomedi-
cal features and associations, are all checked 
for data correctness and consistency (Ghisalberti 
et al., 2010). By leveraging imported similar-
ity and historical evaluation data available, we 
identify different IDs from different data sources 
as representing the same entity. This enables us 
to classify and extract different attributes avail-
able also from different data sources as referring 
to the same entity, feature or association, rather 
than as distinct attributes of different entities or of 
their features or associations.

For the GPKB, we designed a modular global 
data schema with abstraction and generaliza-
tion of the main data features. It is characterized 
by a multi-level data architecture, which includes 
source-import level, instance-aggregation level 
and concept-integration level. 

Leveraging on such data schema, we de-
fined query templates to extract the integrated 
data. These query templates allow extracting the 
user required data from any version of the GPKB 
automatically. This supports different Web ap-
plications and services connected to the GPKB 
in automatically searching and extracting data 
from the data warehouse for different goals, in-
cluding gene and protein annotation inference, 
annotation enrichment analysis and user query 
support for biomedical knowledge discovery. 

The performed inference of gene and protein 
annotations is based on the “transitive closure” 
concept. It is inspired by Swanson work (Swanson, 
1986) that is based on the transitive closure of het-
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erogeneous extensive annotation data. The infer-
ence procedure is controlled by Standard Query 
Language (SQL) templates, which are applied to 
any relational biomedical molecular database.

Results and Discussion
With the data downloaded on May 28th, 2012, 
among others, the GPKB contained 9,537,645 
genes of 9,631 organisms, 38,960,202 proteins 
of 338,004 species, 19,522 protein domains and 
824,797 protein domains annotations, 28,889 
biochemical pathways and 171,372 pathway 
annotations (77,812 gene and 93,560 protein 
annotations), 35,252 Gene Ontology terms and 
64,185,070 Gene Ontology annotations (1,272,168 
gene and 62,912,902 protein annotations), 10,212 
human genetic disorders and their 27,705 gene 
annotations. Furthermore our GPKB integrates also 
other types of data regarding DNA sequences, 
transcripts, enzymes, small molecules of biologi-
cal interest, and clinical synopses. In total it con-
tains more than 103,006,922 gene annotations 
and 183,209,462 proteins annotations. 

The great amount of biomolecular features 
and their association data that the GPKB con-
tains makes it a unique valuable resource which 
can be used for different applications, in silico 
experiments and knowledge discoveries.

The created automatic query templates 
make possible to easily search and extract each 
of the integrated data, offering an efficient base 
for various data mining algorithms and applica-
tions. As an example, by leveraging the multi-
source integrated date, we inferred new gene 
annotations through transitive closure on various 
association data regarding the features of the 
gene encoded proteins. The same approach 
enabled us also to infer possible associations be-
tween protein-protein interactions and genetic 
disorders. Towards this aim, protein-protein inter-
action data files downloaded from MINT (Licata 
et al., 2012) and IntAct (Kerrien et al., 2012) data-
bases were automatically parsed. Data of 46,154 
human protein-protein interactions (out of the 
contained 254,048 protein-protein interactions 
of 397 different organisms’ proteins), regarding 
12,178 distinct human proteins, were imported 
in the data warehouse. These human proteins, 
which represent 3.7% of all the 326,766 human 
proteins in the data warehouse, are encoded 
by 11,232 different human genes. By applying 
the  transitive closure concept on the interacting 

protein encoding gene and genetic disorder re-
lated gene association data, we identified 1,130 
gene-gene interactions and found 1,136 human 
protein-protein interactions possibly associated 
with 628 genetic disorders (such as Alzheimer, 
Cystic fibrosis, Diabetes mellitus, Parkinson, etc.). 
Such genetic disorders resulted related to 86 clin-
ical synopses and 3,481 phenotypes.

The created Genomic and Proteomic 
Knowledge Base, that is updated quarterly, can 
be freely accessible through an easy-to-use Web 
interface available at http://www.bioinformatics.
dei.polimi.it/GPKB/ where all integrated data in 
the GPKB can be comprehensively searched.

Acknowledgements
This research is part of the “Search Computing” 
project (2008-2013), funded by the European 
Research Council (ERC), under the 2008 call for 
“IDEAS Advanced Grants”.

References
1. Cadag E, Louie B, et al. (2007), Biomediator data inte-

gration and inference for functional annotation of ano-
nymous sequences. Pac Symp Biocomput. 343-354. 

2. Davidson SB, Overton C, et al. (1995), Challenges in 
integrating biological data sources. J. Comput. Biol. 
2(4):557-572.

3. Davidson SB, Overton C, et al. (1997), BioKleisli: a digital 
library for biomedical researchers. Int. J. Digit. Libr. 1997, 
1(1):36-53. doi:10.1007/s007990050003

4. Etzold T, Ulyanov A, et al. (1996): SRS: Information Retrieval 
System for molecular biology data banks. Meth. Enzymol. 
266:114-128. 

5. Freier A, Hofestädt R, et al. (2002), BioDataServer: a SQL-
based service for the online integration of life science 
data. In Silico Biol. 2(2):37-57.

6. Galperin MY, Fernández-Suárez XM (2012), The 2012 
Nucleic Acids Research Database Issue and the online 
Molecular Biology Database Collection. Nucleic Acids 
Res. 40(Database issue):D1-D8. doi:10.1093/nar/gkr1196

7. Ghisalberti G, Masseroli M, Tettamanti L (2010), Quality 
controls in integrative approaches to detect errors 
and inconsistencies in biological databases. J Integr 
Bioinform 7(3):199,1-13. doi: 10.2390/biecoll-jib-2010-119

8. Haas LM, Rice JE, et al. (2001), DiscoveryLink: a system 
for integrated access to Life Sciences data sources. IBM 
Systems Journal 40(2):489-511. 

9. Kasprzyk A, Keefe D, et al. (2004), EnsMart: a generic 
system for fast and flexible access to biological data. 
Genome Res. 14(1):160-169. doi:10.1101/gr.1645104

10. Kerrien S, Aranda B, et al. (2012), The IntAct molecu-
lar interaction database in 2012. Nucleic Acids Res. 
40(Database issue):D841-846. doi:10.1093/nar/gkr1088

11. Lee TJ, Pouliot Y, et al. (2006), BioWarehouse: a bioinfor-
matics database warehouse toolkit. BMC Bioinformatics, 
7:170,1-14. doi:10.1186/1471-2105-7-170

http://www.bioinformatics.dei.polimi.it/GPKB/
http://www.bioinformatics.dei.polimi.it/GPKB/
http://dx.doi.org/10.1007/s007990050003
http://dx.doi.org/10.1093/nar/gkr1196
http://dx.doi.org/10.2390/biecoll-jib-2010-119
http://dx.doi.org/10.1101/gr.1645104
http://dx.doi.org/10.1186/1471-2105-7-170


 EMBnet.journal 18.B PostErs 91

12. Licata L, Briganti L, et al., (2012), MINT, the molecular 
interaction database: 2012 update. Nucleic Acids Res. 
40(Database issue):D857-D861. doi:10.1093/nar/gkr930

13. Miled ZB, Li N, et al. (2002), Complex life science multida-
tabase queries. Proc. IEEE 90(11):1754-1763. doi:10.1109/
JPROC.2002.804683

14. Stevens R, Baker P, et al. (2000), TAMBIS: Transparent 
Access to Multiple Bioinformatics Information Sources. 
Bioinformatics, 16(2):184-185. 

15. Swanson DR (1986), Fish oil, Raynaud’s syndrome, and 
undiscovered public knowledge. Perspect. Biol. Med. 
30(1):7-18

16. Tatusova TA, Karsch-Mizrachi I, et al. (1999), Complete 
genomes in WWW Entrez: data representation and anal-
ysis. Bioinformatics 15(78):536-543.

http://dx.doi.org/10.1109/JPROC.2002.804683
http://dx.doi.org/10.1109/JPROC.2002.804683


92 PostErs EMBnet.journal 18.B

Generation of explicit rules predicting neuroblastoma patients’ outcome

Davide Cangelosi1, Fabiola Blengio, Rogier Versteeg2, Angelika Eggert3, Alberto Garaventa4, 
Claudio Gambini5, Massimo Conte4, Alessandra Eva1, Luigi Varesio1

1Laboratory of Molecular Biology, Gaslini Institute, Genoa, Italy
2Department of Human Genetics, Academic Medical Center, University of Amsterdam, Amsterdam, Netherlands
3Department of Pediatric Oncology and Hematology, University Children’s Hospital Essen, Essen
4Department of Hematology-Oncology, Gaslini Institute, Genoa, Italy
5Departments of Pediatric Pathology, Gaslini Institute, Genoa, Italy

Motivation and Objectives
Neuroblastoma (NB) is the most common pedi-
atric solid tumor characterized by clinical and 
molecular risk factors. The mortality is about fifty 
percent and this makes exploration of new and 
more effective risk factors for improving stratifi-
cation mandatory. Hypoxia is a condition of low 
oxygen tension occurring in poorly vascularized 
areas of the tumor associated with poor prog-
nosis. We had previously defined a robust gene 
expression signature measuring the hypoxic 
component of NB tumors (NB-hypo) that is a nov-
el, independent risk factor (Fardin et al., 2010). 
Integrating classical risk factors with NB-hypo 
could improve the stratification of NB patients. 
We wanted to develop a prognostic classifier of 
NB patients’ outcome blending existing knowl-
edge on clinical and molecular risk factors with 
the prognostic NB-hypo signature. Furthermore, 
we were interested in the decision tree classifier 
that outputs explicit rules easily translated into the 
clinical setting.

Methods
A total of 182 NB patients were enrolled on the 
bases of availability of gene expression profile 
by Affymetrix GeneChip HG-U133plus2.0, clini-
cal and molecular information. NB tumor stage 
was defined according to the International NB 
Staging System (INSS). Age at diagnosis was di-
chotomized as greater or equal than 1 year 
and less than one year. MYCN status was ampli-
fied or normal. Good and poor outcome were 
defined as the patient’s status alive or dead 5 
years after diagnosis respectively. The risk group 
was assigned according to the International 
Neuroblastoma Risk Group (INRG) Consensus 
Pretreatment Classification Schema. The 182 NB 
patients cohort was clustered in High and low 
hypoxia by k-means analysis of the 62 probsets 
constituting the NB-hypo signature previously 
described to measure tumor hypoxia (Fardin et 

al., 2009). We utilized the k-means algorithm 
implemented in the WEKA software (Hall et al., 
2009) setting up number of clusters to 2, 500 
iterations, preserving instances order and using 
Manhattan distance. 

The classification was performed by induc-
tion of decision trees. We utilized the Weka J48 
implementation of the popular C4.5 algorithm 
(Kotsiantis, 2007; Murthy, 1998) and we set up 
the following options: pruning parameter was 
0.25, pruning method was sub-tree raising and 
minimum number of instances per leaf was 2. 
Each leaf of the decision tree classifier identifies 
a non overlapping group of patients and each 
decision node identifies a branch which splits the 
dataset. We utilized Fisher’s exact test to measure 
the statistical significance of groups and branch-
es. Fisher’s test was utilized in the context of de-
cision trees to design a top-down approach to 
prune out non statistically significant branches 
(Liu et al., 2010). For each leaf we counted the 
number of correctly classified (named n) and 
the number of incorrectly classified instances 
(named m). We considered the marginal totals 
y and ¬y which represent poor and good out-
come patients respectively. We designed a 2x2 
contingency table of the two possible outcomes 
(Good or Poor) against the number of instances 
included in a give leaf and the remaining in-
stances. Application of the Fisher exact test to 
this table generates a p value giving the prob-
ability of observing 2x2 table, or more extreme 
tables, knowing the marginal totals (y, ¬y) and 
assuming independency among the patients in 
a specific leaf and those in other leaves.

Results and Discussion
Patients were stratified in good and poor out-
come on the bases of the following risk factors: 
Age at diagnosis, INSS stage, MYCN status and 
NB-hypo. The algorithm generated a decision 
tree classifier composed by 3 decision nodes 
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and 7 leaves covering 87% of non overlapping 
good outcome patients and 100% of non over-
lapping poor outcome patients. Each path from 
the root to a leaf utilizes some, but not all, con-
sidered risk factors. Interestingly NB-hypo was in-
cluded in the decision node that stratified stage 
3 tumors demonstrating its usefulness in NB pa-
tients’ stratification.

The leaves classifying good outcome pa-
tients had the very low error of 2% indicating a 
good performance of the algorithm in predicting 
this class. In contrast, the classification of poor 
outcome patients produced the leaf with the 
highest error of 13%. This leaf includes stage 4 
tumors that are traditionally difficult to stratify by 
any known risk factor.

To test statistical significance of the splits per-
formed by the algorithm and the groups of pa-
tients, we utilized the Fisher’s exact test with a con-
fidence set at 95%. The results showed that the 
groups obtained at each split were statistically 
significant. Furthermore, analysis of single groups 
of patients identified by leaves demonstrated 
that some, but no all reached the significance 
threshold. The significant leaves included the NB-
hypo among the utilized risk factors. These results 
further strengthen the value of NB-hypo in pre-
dicting patients’ outcome. Lack of significance 
was often associated with a rather low number 
of patients in the leaf. This is a limitation of the 
divide-and-conquer approach of the algorithm, 
applied to relatively small patients’ cohorts, that 
recurrently splits the dataset. 

We then assessed the concordance of the 
predictions with INRG risk assessment. High Risk 
patients were correctly included in the leaves 
classifying poor outcome patients and Low Risk 
patients mapped correctly in the good outcome 
leaves. Interestingly, NB-hypo generated a leaf 
identifying a new group of poor outcome pa-
tients, sharing the high NB-hypo, whose charac-
teristic fell into both High and Intermediate Risk.

We collected and analyzed the results of 
1000 10-fold cross validations and we observed 
that most classifiers had 7 leaves and only 5 out 
of 10 4̂ deviated from this pattern. The recur-
rence of 7 leaves demonstrated the high stability 

of the decision tree classifier that we generated. 
Analysis of the pruning parameters revealed op-
timal performance in the range of 0.1-0.3 in line 
with what used in this study.

The path to reach each leaf can be easily 
transposed into a “if…than…” rule that, in turn 
provides an easy readout of the classifier, pre-
cious for translating the classification into the 
clinical setting. In conclusion, we demonstrated 
that the decision tree algorithm C4.5 can derive 
explicit rules for NB patients stratification if clas-
sical risk factors are blended with the NB hypo 
signature. These rules are statistically significant 
and quite stable and suitable to be conveyed to 
the clinic to design new therapies perhaps taking 
hypoxia into consideration as a potential target.
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Motivation and Objectives
Understanding intracellular communication pro-
cesses is essential, since they allow the cell to 
perform the totality of its functions. Among them 
each cell has a self-destruction system that 
starts and operates in a regulated manner. It is 
called apoptosis, and includes the decision to 
start self-destruction as well as the proper ex-
ecution of the apoptotic program. Caspases, 
a family of cysteine proteases, are the central 
regulators of apoptosis. As such, it requires the 
coordinated activation and execution of multiple 
sub programmes. Historically, different model-
ling approaches have been developed to deal 
with intracellular signalling pathways, from math-
ematical models – mainly Ordinary Differential 
Equations (ODEs) – to computational models —
process algebra such as stochastic π-calculus 
(Priami, 1995) and κ-calculus (Danos et al., 2007). 
Accordingly, different simulation tools have been 
developed, from mathematical ones – see a sur-
vey in (Alves et al., 2006) – to computational ones 
such as SPiM (Phillips, 2007). While they typically 
address scenarios with a single compartment, in 
recent years a trend has emerged which moves 
from the single global approach to mechanisms 
and constructs tackling the multi-compartment 
scenario. In this paper, we adopt a simulation 
approach based on the notion of Biochemical 
Tuple Spaces for Self-Organising Coordination 
(BTS-SOC), introduced in (Viroli and Casadei, 
2009), and then show how it can be applied to 
the simulation of the caspases signalling pathway 
(MacFarlane and Williams, 2004), which plays a 
crucial role in the transduction and execution of 
the apoptotic signal induced by various stimuli.

Methods
A Biochemical Tuple Space for Self-Organising 
Coordination (BTS-SOC) is a tuple space working 
as a compartment where biochemical reactions 
take place, chemical reactants are represented 
as tuples, and biochemical laws are represent-

ed as coordination laws by the coordination ab-
straction. Technically, biochemical tuple spaces 
are built as ReSpecT (Reaction Specification 
Tuples) tuple centres (Omicini and Denti, 2001), 
running upon a TuCSoN (Tuple Centres over the 
Network) coordination infrastructure (Omicini and 
Zambonelli, 1999). Tuples are logic-based tu-
ples, while biochemical laws are implemented 
as ReSpecT specification tuples. In particular, 
each biochemical tuple space is built around a 
ReSpecT chemical engine, whose core is an ac-
tion selection mechanism based on Gillespie al-
gorithm (Gillespie, 1977) – an algorithm typically 
used to simulate systems of chemical/biochemi-
cal reactions efficiently and accurately – to ex-
ecute chemical reactions with the proper rate. 
The main components of our BTS-SOC model 
for simulating intracellular signalling pathways 
are the following: 1) tuple centres – representing 
extracellular milieu and intracellular compart-
ments, i.e., extracellular space, membrane, cy-
tosol, nucleus and mitochondria; 2) chemical re-
action sets – modelling signalling components, 
i.e., proteins (membrane receptors, enzymes, 
regulators, adapters, etc.) and genes; and 3) el-
ements recorded as tuples in a tuple centre – 
representing signalling molecules, e.g., ATP, inor-
ganic phosphate, second messengers, etc.
The work reported here represents the initial ap-
proach to the simulation of the caspases apop-
totic signalling pathway. The work was performed 
as follows:

1.Review of the literature involving the cas-
pases pathway and experimental kinetic data 
of them in humans (Roschitzki-Voser et al., 2012; 
Chowdhury et al., 2008).

2.Modelling the signalling components-e.g., 
chemical reactions-belonging to the caspases 
apoptotic signalling pathway. We start with a 
minimalist model where each signalling com-
ponent is described by the following attributes: 
1) identity; 2) concentration in each cellular 
compartment; 3) free concentration; 4) “bound” 
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concentration; 5) cellular compartment to which it 
belongs; 6) chemical reactions involving the com-
ponent and the order in which they occur accord-
ing to the affinity of the components; and 7) reac-
tion temporality situation.

3. Simulation of the caspases apoptotic sig-
nalling pathway in the BTS-SOC-based bioinfor-
matics infrastructure.

3.1. Creating cellular compartments. A tuple 
centre (BTS) is required for each cellular com-
partment involved in the signalling pathway to 
be simulated. In our study, four tuple centres 
(membrane, cytosol, mitochondria and nucleus) 
are required to model four intracellular compart-
ments.

3.2. Introducing reactants. In order to set up 
the simulation system, reactants should be intro-
duced in the BTS. First of all, each reactant be-
longs to a specific cellular compartment—so, it 
has to be put in the appropriate BTS. Initially, only 
the pre-existing reactants – i.e., those reactants al-

ready in the compartments before the signalling 
pathway is activated – have to be put in the BTS.

3.3.Setting chemical reactions. The last step 
in setting up the simulation is the introduction of 
the reactions modelling the behaviour of sig-
nalling pathway. In our model, based on the 
Gillespie algorithm, every chemical reaction has 
a rate that expresses (along with the concentra-
tion of the input elements) the probability of the 
transformation.

4. Getting simulation outcomes. After enter-
ing all required information and setting the initial 
parameters, the system is now ready to run the 
caspases apoptotic pathway simulation.

5. Analysis and parameter adjustment.

Results and Discussion
Our modelling and simulation methodology ini-
tially considers the caspases signalling pathway 
as shown in Figure 1A. The pathway begins with 
the death signals (hormones, growth factors, 
cytokines, stress, etc); these signals trigger two 

Figure 1. Basic steps of our modelling and simulation methodology. A. the effectors caspases 3, 6, 7 are activated as a 
consequence of the activation of the extrinsic or intrinsic pathway. B. Modelling of a signalling segment, from procaspase 
3 to caspase 3* C. Setting chemical reactions. D. Run the simulation and visualization of results. 
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types of response through extrinsic and intrinsic 
pathways. The modelling and simulation of these 
events are represented in Figures 1B and 1C, re-
spectively. Take just one example for the simu-
lation, as shown in Figure 1A. The effectors cas-
pases 3, 6, 7 are activated as a consequence 
of the activation of extrinsic or intrinsic pathway. 
Caspase-3 is critical for apoptosis and it is acti-
vated in the cytoplasm, however, two hours after 
being activated it can be located at the plasma 
membrane in the cytoplasm and nucleus. Figure 
1D shows the simulation results of these events 
in the BTS-SOC-based bioinformatics infrastruc-
ture. When running the simulation, we observe 
on the molecular level how cancer cells evade 
caspases signalling pathways, which allow us 
on the one hand to design an experiment and 
on the other to determine an invisible protein-
protein interaction, even though it is evident in 
the model. According to the results obtained so 
far, our incremental model allows us to simulate 
the caspases path in a manner consistent with 
that reported in the literature. The next step is the 
refinement and adjustment of the kinetic data 
considering the experimental results obtained by 
our working group.
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Motivation and Objectives
The development and progression of Colorectal 
Cancer (CRC) - as for most other solid cancers, 
is a multi-step process leading to the accumu-
lation of chromosomal instability (CIN) that oc-
curs over the lifetime of a tumor (Shen et al, 2007; 
Vogelstein et al, 1988; Fearon et al, 1990). CINs 
include DNA copy number alterations (CNAs), 
i.e., regions of aberrantly increased or decreased 
DNA. For this reason, it is a challenge to identify 
both the regions that have CNAs and the genes 
whose expression could be deregulated (i.e., in-
creased or decreased) because of gain or loss 
of their copies. 

In this paper we focus on the role of copy 
number alteration in assessing prognosis of pa-
tients with CRC. Specifically, we show that the 
inference of the CRC progression benefits from 
exploiting CNA information when a particular re-
lational representation of patients is given. The 
employed framework outperforms standard ap-
proaches where patients are represented through 
a set of available attributes. Documentation and 
software are available at http://bimib.disco.un-
imib.it/people/claudia.cava/soft. The data set 
for this analysis was provided by IRCCS Istituto 
Nazionale dei Tumori Milano (INT) and deposited 
at NCBI Gene Expression Omnibus (GSE16125).

Methods
Tissue specimens from 53 consecutive sporadic 
CRCs were obtained from previously untreated 
patients lacking family history and high-frequency 
microsatellite instability (MSI) who underwent sur-
gical resection at the “Fondazione IRCCS Istituto 
Nazionale dei Tumori” (INT) Milano, between 1998 
and 2000. After surgery all patients continued to 
be treated in INT, where their clinical course was 
constantly recorded. Tumor specimens contain-
ing more than 70% neoplastic cells and their 
surrounding normal mucosa were selected by 

an experienced pathologist from cryopreserved 
tissue and used in a previous study of genetic 
features associated to colorectal carcinogen-
esis (Frattini et al, 2004). Microarray production 
was done following standard protocols by AROS 
Applied Biotechnology AS (Aarhus, Denmark). 
51 DNA samples were hybridized to Affymetrix 
GeneChipVR Human Mapping 250K NspI (SNP 
arrays). Raw intensity CEL files of the SNP arrays 
were processed with CNAG program v.2.0 (Copy-
Number Analysis for Affymetrix GeneChips; Santa 
Clara, CA (Nannya et al, 2005) to detect chro-
mosomal CNAs . Some samples were excluded 
due to poor quality hybridizations and unknown 
stage tumor progression (Reid et al, 2009). Also, 
stage-I patients were excluded because of the 
lack of instances in the considered data set. The 
selected cohort can be finally summarized as 
follows: 10 type-II patients, 10 type-III patients 
and 23 type-IV patients.

In order to quantify relationships between 
patients expressing the CCR progression, we 
first define a dissimilarity function over both an 
“advanced-stage” patient group and a specific 
“representative” base group e.g., patients with 
the lowest stage (“prototype”), then we classify 
patients according to the induced representa-
tions. In other words, the considered dissimilarity 
values quantify, by construction, subject differ-
ences due to different CNA information belong-
ing to each subject. While in a “standard” case-
control classification subjects are discriminated 
on its own set of attribute values, the dissimilarity 
function D(fx, fy) is given through an estimation of 
the difference between the obtained CNA mean 
value frequency distributions fx and fy. In order to 
give a definition for D which can express dissimi-
larity between any pair of patients x and y (based 
on the CNA mean value frequency distribution 
fx and fy), we employ the symmetrised Kullback-
Leibler (KL) divergence (Cover et al, 1991) be-
tween any pair of distribution fx and fy.
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Results and Discussion
The first issue of our investigation was to check 
the capability, for a given standard approach, 
of distinguishing patient groups. For this, we 
considered the following case - control study: (i) 
stage II (as control group) vs stage III (as case 
group); (ii) stage III (as control group) vs stage IV 
(as case group); (iii) stage II (as control group) vs 
stage IV (as case group). 

All our evaluations employ a class of algo-
rithms widely used in the machine learning 
community (i.e., the Support Vector Machine 
(Cristianini et al, 2000) within a k-fold cross-vali-
dation process. For the “standard” case, SVMs 
are given (input) matrices where patients are 
represented through the sequence of chromo-
somes as attributes, and each i-th component 
of the sequence is given by the CNA mean val-
ue associated to the chromosome i. Moreover, 
all experiments are evaluated by standard in-
dices which are broadly applied in this context 
to measure the precision and recall capability 
of an inference system; i.e., sensitivity, specific-
ity, positive (PPV) and negative predictive values 
(NPV), see for example (Davis et al, 2006). Table 
1a) shows the performances when the classifiers 
are applied to the standard representations as 
discussed above. The standard approach is not 
able to discriminate both stage III from stage-
IV patients (20% specificity) and stage II from 
stage-IV patients (30% specificity). On this basis, 
we used CNAs information to represent patients 
through dissimilarities as reported above. Table 
1b) reports the inference performance when the 
dissimilarity representation is applied. We ob-
tained substantially better accuracies reporting 
higher values of performances (>=80%) for the 
whole set of the applied indices.

We showed that even a prediction analysis, 
concerning the progression of CRC, as charac-
terized by the given staging classification system 
(Duke), benefits from exploiting CNA informa-
tion when a specific representation of patients 
is considered. We point out that, in this work, the 
choice of a dissimilarity representation (i.e., the KL-
divergence) has been addressed to obtain a func-
tion providing an estimation of the difference be-
tween the obtained CNA mean value frequency 
distributions for each pair of patients. More specific 
measures may be tested in future analysis.

Interesting questions on these arguments are 
reported in (Pekalska et al, 2005). Also the choice 
of a correct prototype set can be critical in this 
approach, and may change the results being 
investigated. This is another question which we 
are immediately interested for future analysis. 
Here we did not study the best possible proto-
type set, instead, the rationale for our choice 
was simply to employ a group of patients with a 
presumably low number of accumulated altera-
tions. Numerical experiments indicate that the 
application of the applied representation for the 
considered data provide high precision and re-
call performances outperforming typical stand-
ard approaches where patients are represented 
through their set of available attributes. These re-
sults clearly suggest broader investigations either 
on different data sets or different CRC staging 
classification systems (Horton et al, 2005).
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Motivation and Objectives
Scientific workflows management systems, (e.g., 
(Missier et al., 2010; Ludaesher et al., 2006; 
Goeck et al. 2011)) are increasingly used to spec-
ify and manage bioinformatics experiments. An 
experiment is then represented by a workflow in 
which a large number of bioinformatics tasks are 
linked to each other. A workflow specification is a 
framework for the execution of workflows. It speci-
fies the order to be observed between the differ-
ent tasks and their relationships with the workflow 
inputs and workflow outputs. According to the in-
put data given to the workflow specification and 
assignments of values to the task parameters, 
different workflow runs are then obtained and 
may lead to different intermediate and final out-
put data. Both workflow specifications and runs 
are represented by graphs.

Faced with the increasing complexity of runs 
and the need for reproducibility of results, prove-
nance has become an important research topic. 
A significant number of tools for managing vast 
amounts of data provenance have been de-
signed to assist the storage of provenance data 
(e.g., indexing), query the data (e.g., difference 
between executions, search for patterns), visual-
ize the workflow provenance or (re)schedule ex-
ecutions... (See (Cohen-Boulakia and Leser, 2011) 
for a review on that topic). These tools all make 
intrinsically complex operations on graph struc-
tures (search for subgraphs in a graph, compar-
ing graphs, ...), which, if carried out on Directed 
Acyclic Graphs (DAGs), with no other restriction 
of structure, lead to NP-hard problems. Instead, 
these problems can be solved in polynomial 
time when specific restrictions are imposed on 
graphs, such as considering series-parallel (SP) 
structures (Bein et al., 1992). Some provenance 
management approaches such as (Bao et al., 
2009; Callahan et al., 2006) have therefore cho-
sen to restrict workflow graphs to SP structures. 
As in general, workflows obtained using work-
flow systems are DAGs with any structure, graphs 

transformation approaches such as (Escribano 
et al., 2009) can be exploited to transform work-
flow graphs into SP graphs. (Cohen-Boulakia et 
al, 2012) has recently designed SPFlow, the first 
algorithm able to rewrite any scientific workflow 
graph structure into an SP workflow structure while 
preserving provenance information. As expect-
ed, such an approach has a cost in that nodes 
and/or edges have to be duplicated in the re-
written workflow. 

Determining the reasons why some workflows 
have non SP structures may help users to directly 
design workflows having a structure closer to SP 
structures. The rewriting process may then be used 
on less complex, distilled, workflows. The aim of 
this paper is to present the results obtained on 
the study that we have conducted on the set of 
Taverna workflows (Missier et al., 2010) available on 
myExperiment (De Roure et al, 2009) to analyze 
the reasons why workflows have non SP structures.

Methods
Our study has been conducted on a set of 1,014 
distinct workflows extracted from the Taverna 
workflows available in myExperiment in May 
2012. We have implemented the algorithm of 
(Valdes et al., 1979) to detect whether workflow 
graphs are SP. Intuitively, SP structures are graph 
structures having one main input (I in figure 1(a)) 
and one main output (O in Figure 1(a)), without 
loops and which can be synchronized. In par-
ticular the pattern highlighted in Figure 1 (b) is for-
bidden (in this pattern, arcs can be replaced by 
paths involving intermediate nodes). In this pat-
tern, node w is responsible for the graph non to 
be SP. Such a node is called a reduction node 
(Bein et al., 1992) and is duplicated in SPFlow. In 
the workflow depicted in Figure 1(a) the getGe-
neInfo processor is a reduction node so that the 
workflow is not SP. Among the 390 workflows with 
non SP structures (38,5%), we have focused on 
identifying reduction nodes and analyzed the 
forbidden pattern in which they were involved. 
We have then driven two series of experiments:
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Figure 1: (a) Example of non SP structure from myExperiment; (b) forbidden pattern

• The first series of experiments has consisted in 
analyzing the structure of a subset of workflows 
having complex non SP structures.

• In the second series of experiments, we have 
considered all the non SP workflows of Taverna 
and we have conducted a study of the pro-
cessors involved in non SP structures. We have 
identified the kinds of processors mostly in-
volved in non SP structures and we have then 
made a more precise analysis by examining 
the processors themselves. 

Results and Discussion
Trace links: The first series of experiments high-
light the fact that some intermediate processors 
are directly linked to the workflow outputs mere-
ly for the sake of keeping track of intermediate 
results. We call such intermediate processors 
trace nodes and their outgoing edges linked to 
the workflow outputs are called trace links. On a 
total of 13,754 nodes in the set of non SP work-
flows, we found 1,524 reduction nodes including 
631 reduction nodes that are also trace nodes 
(representing 41% of the reduction nodes) and 

involved in 361 workflows (representing 92.6% of 
non SP workflows). 

Interestingly, trace links could be removed by 
exploiting the powerfulness of the provenance 
module of Taverna that is in charge of collecting 
all intermediate and final results obtained and 
consumed during each execution. 

Ongoing work includes focusing on the work-
flows for the BioVeL project and work in close col-
laboration with the workflow writers for potential 
improvement in the structure of some workflows 
when trace links may appear.

Non-SP-only processors: The second series of 
experiments revealed that most reduction nodes 
correspond to local processors (processors pro-
vided by Taverna to workflow designers) and web 
services processors. In particular, among a set 
of 92 web services, 40 services only appear in 
non SP workflows and occur at least once as re-
duction nodes. More interestingly, nine services 
appear only as reduction nodes in Non SP work-
flows. We call them Non-SP-only processors. As 
for local services, we found one Non-SP-only lo-
cal processor. 
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Ongoing work includes investigating ways to 
modify the use of Non-SP-only processors (e.g., 
changing the processors ports, grouping several 
consecutive calls of the same processor, design-
ing SP patterns of joint use) so that they are not 
anymore systematically associated to (and pos-
sibly responsible for) non SP structures.

In conclusion, we have identified several rea-
sons why workflows may not have an SP structure. 
Following the solutions underlined, we will get 
distilled workflows in which the number of reduc-
tion nodes should importantly be reduced and 
we hope that a large part of workflows may be-
come SP. In our approach, users do not have to 
consider structural constraints when they design 
workflows; our aim is instead to provide them with 
designing guidelines ensuring that distilled work-
flows are naturally produced. 
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Motivation and Objectives
The comprehension of the molecular mecha-
nisms involved in the physiology of human cells 
and in the pathogenesis of complex disorders, 
requires the development of new bioinformatic 
and biostatistic approaches able to integrate 
and interpret the huge amount of data derived 
from different kind of “omics” technologies. 
Nowadays, the interpretation of the transcription-
al state of the cell and its alterations in particular 
experimental or pathological conditions is of par-
ticular interest. To this aim several technologies 
have been developed to identify and quantify 
the entire set of cellular transcripts, thus resulting 
in the availability of expression profiles of many 
different cell types in many different conditions.
With the aim of contributing to the elucidation 
of transcriptional dynamics in the cell, we devel-
oped CorrelaGenes, a new bioinformatic tool 
that exploits the expression data available in the 
Gene Expression Omnibus (GEO http://www.ncbi.
nlm.nih.gov/geo/) database. The main goal of 
this tool is to help identifying sets of genes whose 
expression appeared simultaneously altered in 
different experiments, thus suggesting co-regu-
lation or coordinated action in the same biologi-
cal process.

Methods
CorrelaGenes uses a PostgreSQL (http://www.
postgresql.org/) 9.1.3: database initialized us-
ing the Curated DataSets in Homo sapiens cell 
lines publicly available in the GEO archive. The 
Extract Transform and Load process, described 
in Figure 1A, was created using the R language 
2.14.1 available at The R Project for Statistical 
Computing (http://www.r-project.org/) .

A total of 978 GEO DataSets were read us-
ing the GEOquery R package 2.21.9 (Davis and 
Meltzer, 2007) and transformed in objects suit-
able for the subsequent stages of the analysis. 
The DataSet design was manually analyzed to 
select 2120 biologically meaningful experimen-

Figure 1: CorrelaGenes workflow. Panel A: PostgreSQL data-
base initialization (R language). Panel B: Data Mining pro-
cess (Fortran language).

http://www.ncbi.nlm.nih.gov/geo/
http://www.ncbi.nlm.nih.gov/geo/
http://www.postgresql.org/
http://www.postgresql.org/
http://www.postgresql.org/
http://www.r-project.org/
http://www.r-project.org/
http://www.r-project.org/
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tal comparisons. All the 2120 selected pairwise 
comparisons were analyzed with the limma R 
package 3.10.3 (Smyth, 2005) to calculate the 
log fold change (LFC) and the adjusted p val-
ues (adj.p.val) to identify the list of differentially 
expressed genes. All the values obtained from 
limma were stored in the PostgreSQL database.

The Association Rule Mining (ARM) is the unsu-
pervised data mining technique that we used to 
discover genes that are frequently differentially 
co-expressed (Creighton and Hanash, 2003) in 
GEO DataSets. We used the standard ARM algo-
rithms to look for Association Rules (ARs) limited 
to two genes (namely: IF Gene1 is differentially 
expressed THEN also Gene2 is differentially ex-
pressed) one of which is defined as an input pa-
rameter fixed for each search (i.e. target gene). 
The constraints used add a guided approach to 
the standard ARM technique with the aim of cre-
ating a list of genes sharing a coordinated ex-
pression with the target.

We defined two different criteria to select the 
most relevant ARs:
• percentage of co-presence (% of co-pres): as 

not all the comparisons include the same set 
of probes or some probes could be discarded 
for a not significant adjusted p value, we cre-
ated an index to evaluate the percentage of 
comparisons where a gene is measured in 
relation of the whole number of comparisons 
where the target gene is measured;

• percentage of co-expression (% of co-expr): to 
evaluate the significance of the relationship 
between a gene and the target, we calculat-
ed the percentage of comparisons in which 
both genes are differentially expressed in rela-
tion of the number of comparisons where they 
are both measured.

• The procedure to perform the co-expression 
analysis, described in Figure 1B and imple-
mented by a serial Fortran90 prototype code, 
can be summarized as follows:

• choice of the target gene and setup of the 
user defined indices for the analysis;

• initialization of the data structures (LFC and 
adj.p.val);

• identification of differentially expressed probes 
(a matrix of integer flags is defined, in order 
to select up-, down- and not-regulated or not-
significant probes);

• selection of probes and comparisons associ-
ated to the target gene;

• evaluation of the percentage of significant 
values of both co-pres and co-expr for each 
single gene;

• creation of the list of all genes matching the 
selected criteria.

Results and Discussion
A total of 15 target genes (ACTG1, AFF3, APOE, 
APP, CDC5L, DIAPH2, EMD, FOXO1, HIF1A, IL8, 
MAPT, PRFP19, PSEN1, PSEN2, PTPN22) were used 
for the preliminary validation of the procedure 
with the following criteria: (i) adj.p.val <= 0.05, (ii) 
absolute value of LFC >= 0.65 (iii), % of co-pres 
>= 40% and (iv) % of co-expr>= 30%.

The simulations were carried out using a sin-
gle blade of the CentOS IBM Cluster at IGM-CNR 
in Pavia. The cluster consists in six computational 
nodes, interconnected by Gigabit Ethernet and 
10G Fiber Channel. Each node is a two proces-
sors Intel Xeon E5640 2.66 GHz, sharing 48 GB 
of RAM. The performance of the algorithm was 
evaluated using the execution time. 

Averaging on the considered 15 genes, the 
whole procedure requires a mean execution time 
of 1221 sec for the co-expression analysis of a 
single gene. We evaluated the average cost of 
each phase as percentage of the total execution 
time. The profiling of the code showed that 64.3% 
of the total time is spent initializing the data, 35.5% 
is spent creating the different gene lists and only 
the 0.2% is actually spent gene-rating the ARs. The 
analysis algorithm exhibits an intrinsic data-paral-
lelism at the level of the processing of the gene, 
a feature that will be further investigated in order 
to improve the performance of the whole pro-
cedure. A naïve approach to the parallelization 
consists in the multithreaded implementation for 
the creation of the gene lists by means OpenMP 
directives. Anyway, as the limiting step is the data 
initialization, a brand new approach to overcome 
this problem could be considered. 

The gene lists created starting from the select-
ed 15 target genes, were analyzed for their bio-
logical content in order to assess the relevance 
of the results obtained. 

A first observation regards the highly variable 
number of associated genes extracted for each 
target gene (i.e. ranging from 99 to 2951) that 
could be due both to the different number of 
comparisons in which the target gene was mod-
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ulated or to the different transcriptional behavior 
of the genes in the cell. Moreover, we found a 
quite large number of genes shared by all the 15 
lists. This could either reflect the presence of con-
stitutively modulated genes eventually involved 
in basic cell processes or be the consequence 
of a too tolerant choice of the parameters used 
in the simulation. 

Some more detailed biological characteriza-
tion was performed for the 2014 genes of the list 
extracted with PRPF19 as target the Database for 
Annotation, Visualization and Integrated Discovery 
(DAVID, http://david.abcc.ncifcrf.gov/). We used 
the Database for Annotation, Visualization and 
Integrated Discovery (http://david.abcc.ncifcrf.
gov/) to query the Gene Ontology (GO, http://
www.geneontology.org/) for the Biological Process 
subset of terms. Consistently with the literature 
data, the GO terms found significantly enriched 
(Benjamini corrected p value < 0,05) were related 
to the main known functions of PRPF19 in the cell 
(i.e. cell cycle, apoptosis, pre-mRNA splicing, DNA 
damage repair). We also investigated the gene 
list extracted for CDC5L (n=2794), a gene known 
to interact with PRPF19 in the pre-mRNA splicing 
complex (Grote et al., 2010). Despite the fact that 
the two genes were not selected as associated, 
a large overlap was found between the two lists 
(1531 genes in common). This list contains mainly 
genes related to cell cycle and splicing process. 
Moreover, an analysis with data obtained with the  
GeneMANIA (http://www.genemania.org/) and the 
STRING (http://string-db.org/) web tools for the two 
genes gave an independent confirmation for a 
number of genes extracted by our CorrelaGenes 
tool. Finally, a set of five genes involved in the 
pathogenesis of Alzheimer disease (Carter, 2007), 
a common human neurodegenerative disor-

der, were included in our simulation (APOE, APP, 
PSEN1, PSEN2 and MAPT). A group of 952 genes 
were found in common among the five extract-
ed lists thus suggesting the presence of shared 
pathways that could be exploited for further in-
vestigation of pathogenetic mechanisms. 

The preliminary results of the simulation 
showed how CorrelaGenes could contribute to 
the characterization of transcriptional profiles in 
the cell and in the definition of molecular path-
ways and biological process. Moreover, it inte-
grates expression results obtained from other 
available tools. The good performances shown 
during the simulation phase encourage us to 
plan wider validation steps to enhance the ac-
curacy and the reliability of our instrument.
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Motivation and Objectives
Competition is a fundamental concept of eco-
nomic market, which requires companies to 
practice Competitive Intelligence (CI) in order to 
be advantageously positioned on the market. 
Therefore, companies are required to monitor-
ing constantly the information’s sources, for de-
tect any change in order to make appropriate 
solutions in real time. However, for a successful 
monitoring, we should not be satisfied merely to 
monitor the opportunities, but before all, to an-
ticipate risks. The external risk factors have never 
been so many: extremely dynamic and unpre-
dictable markets, new entrants, mergers and ac-
quisitions, sharp price reduction, rapid changes 
in consumption patterns and values, fragility of 
brands and their reputation. 

To face all these challenges, our research 
consists in proposing a Competitive Intelligence 
System (CIS) designed to provide online services. 
Through in a descriptive and statistics explora-
tory methods of data, Xplor EveryWhere (XEW) 
display, in a very short time, new strategic knowl-
edge such as: the profile of the actors, their repu-

tation, their relationships, their sites of action, their 
mobility, emerging issues and concepts, termi-
nology, promising fields etc.

Methods
In our research team, we coordinate the process 
of CI around three concepts: strategic analysis, 
environmental scanning and information sys-
tem. The CIS XEW (el. haddadi et al., 2011a. b.) 
aims to improve decision-making in all aspects 
in business life, particularly offensive and innova-
tive decisions. XEW based on a multidimensional 
analysis model, whose objective analyzed the 
information environment in all dimensions of a 
decision problem, with the exploitation of infor-
mation by analyzing the evolution of their inter-
actions. Our approach combines two methods: 
knowledge discovering in text (KDT) and environ-
mental scanning. 

The dynamic aspect is vital to any analysis in 
the context of CI. These dynamics include con-
tinuous monitoring of the business environment in 
order to detect its changes and developments. 
The proposed information system, based on an 
exploratory multivariate analysis model: ‘the re-

 Figure 1. The inventor’s networks for scaffolds research
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lational aspect and the time dimension’, which 
we call Xplor. It is based on extracting know-
ledge from textual data by analyzing relational 
data and their evolution. This model allows time 
specification to situate events, strategy and ac-
tions as well as in: the past by reconstructing the 
chronology; the present- oriented time to detect 
weak signal and the future to detect relationships 
in network, such as partnerships, alliances, merg-
ers, acquisitions, co-citations, co-signatures, co- 
occurrences of all kinds 

Results and Discussion
With the evolution of technology, such a CIS will 
enables us to increase efficiency and responsive-
ness, because at any moment, it is possible to 
gain access all strategic information by markers 
itself can be information back very quickly “field” 
which may possibly trigger other strategic analy-
sis, for example it’s possible to detect the social 
network, the semantic network, the company net-
work and the others types of network’s (figure 1).

The experimental system XEW shows a user 
satisfaction, regardless of their field: computer 
scientists, statisticians, analysts, decision-maker or 
watchmen, etc.. The majority describes the proto-
type in interactive, with ergonomic, collaborative 
and a information system for decision support.

For majority users the mobility is very impor-
tant. They can now enjoy the advantage of data 
analysis everywhere. This experiment allowed us 
to validate the proposed prototype and consider 
measures to improve Xplor EveryWhere. We an-
alyze these measures in our research perspec-
tives.
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Motivation and Objectives
Because of the amount of electronic literature 
now available, it is challenging for biologists to 
search biomedical corpuses for any kind of de-
sired information beyond simple text retrieval. 
Several tools have been developed to make text 
mining easier for them. Some of these tools focus 
on extracting biomedical terms; such as protein 
names and biological processes, given any input 
text. The tools COREMINE Medical  (http://www.
coremine.com, last accessed on 25 September 
2012) and GoPubMed: http://www.gopubmed.
com, last accessed on 25 September 2012) are 
just two examples. Other tools apply rule-based 
strategies to relate biomedical concepts to each 
other. E.g., BITOLA (http://ibmi.mf.uni-lj.si/bitola/
last accessed on 25t September 2012) (Hristovski 
et al., 2005). 

We have been developing a methodology 
and tool to discover genes implicated in any 
given disease or disorder. In fact, our tool takes 
from the user any free text query as an input and 
attempts to identify those genes most strongly 
linked to the query. As an output, the tool returns 
an ordered list of the best genes matching the 
query. The core work of our tool is based on text 
mining. Basically, each gene is linked to a profile 
that contains the biological terms that are most 
significant for it. Similarly, we link the input query 
to a corresponding keyword profile. The genes 
appearing at the top of the output list are the 
ones whose profiles are highly similar to that of 
the input query.

Methods
The text mining strategies we use in our work are 
applied to the biomedical abstracts published in 
PubMed (http://www.ncbi.nlm.nih.gov/pubmed/, 
last accessed on 25 September 2012). We divide 
our work into two phases: a background phase, 
and a live phase. In the background phase, we 
collect all the abstracts annotated to every gene 
described in Entrez Gene (http://www.ncbi.nlm.
nih.gov/gene/, last accessed on 25 September 

2012). For this, we use GeneRIF http://www.ncbi.
nlm.nih.gov/gene/about-generif last accessed on 
25 September 2012), which provides functional 
annotation between genes and PubMed refer-
ences. Afterwards, we index all the referenced 
abstracts via MetaMap (http://metamap.nlm.
nih.gov/, last accessed on 25 September 2012) 
(Aronson, 2001), which maps the given biologi-
cal text to the Unified Medical Language System 
(UMLS) Metathesaurus (http://www.nlm.nih.gov/
research/umls/, last accessed on 25 September 
2012) (Bodenreider, 2004). Thus for each gene, we 
could maintain a list of UMLS biomedical terms 
that functionally-describe it. We call this list a gene 
keyword profile. Then for each gene, we build an-
other weighted profile in the form of a vector of 
Term Frequency-Inverse Document Frequency 
(TF-IDF). For a given gene, each entry in the vector 
measures how relevant a specific UMLS term is to 
the gene. We refer to the whole set of gene vec-
tors as the “reference matrix”. An example of this 
reference matrix is shown below in Table 1.

In the live phase of our work, we take a 
free text query as an input from the user (e.g., 
sleep disorders). Then, we use the E-utilities from 
PubMed to retrieve the corresponding abstracts 
that are relevant to the user query. And as we 
did with the genes in the background phase, 
we generate a keyword profile for the query and 
consequently a corresponding TF-IDF vector. 
Finally we match this query vector against all the 
gene vector entries in the reference matrix. Each 
match corresponds to a score that is calculated 
via a dot-product. The higher the matching score 
of a given gene vector entry, the more probably 
the gene relates to the user query. We also take 
into account the frequency of citation of a given 
gene. So genes appearing early in the ordered 
output list, do not only share the most similar pro-
files with the user query, but they are also cited 
by the highest number of references. Besides, we 
consider the fraction of common references be-
tween the query and the candidate genes as an 
additional scoring factor. As the number of com-
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mon references increases, the matching score 
of the candidate gene also increases.

Results and Discussion
The evaluation of the results is still ongoing. To val-
idate the quality of our results, we use as a bench-
mark the phenotype-gene annotation provided 
by the Human-Phenotype-Ontology (HPO http://
human-phenotype-ontology.org/, last accessed 
on 25 September 2012) (Robinson and Mundlos, 
2010). For every phenotype in this annotation, a 
set of linked genes are recorded. The links are pro-
vided based on the information about the pheno-
types of a given syndrome, and the genes known 
to cause that syndrome. Hence in our tool, we use 
each phenotype in the annotation file as a sepa-
rate free text input. Then for each gene output list, 
we measure the percentage of recall against the 
HPO annotation.

To assess the power of our tool, we use some 
general biomedical search systems as a base-

line (e.g., Gene Ontology http://www.geneonto-
logy.org/, last accessed on 25 September 2012). 
We are expecting our tool to perform better. That 
is because such general systems rely on clear 
evidence to associate a gene product with a 
given query (e.g., inference from experiments or 
by curators), while our tool digs deeper in all the 
published literature as discussed in the Methods 
section.
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Table1: An example of the Reference Matrix. The heading row corresponds to a set of different UMLS terms (DNA-binding, 
cancers, tumours, …, diabetes, and peptides). The heading column corresponds to two gene examples (Breast Cancer 
Type 1 (BRCA1), and Insulin (INS)). The numbers in each row (vector) correspond to the TF-IDF values of each UMLS term given 
the heading gene. For example, we observe that for BRCA1, the terms “Cancers” and “Tumours” have high TF-IDF values. 
This is related to the fact that they have high frequency of occurrence in the abstract texts annotated to BRCA1. Besides, 
we also observe that “DNA-Binding”, “Diabetes”, and “Peptides” have low TF-IDF values since they are not that frequent in 
the annotated text.

DNA-Binding Cancers Tumors … Diabetes Peptides

BRCA1 0.0 10.3 9.8 … 2.3 0.0

INS 0.0 3.7 0.0 … 10.5 9.3
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Motivation and Objectives
In the field of Computer Science, ontologies rep-
resent formal structures to define and organize 
knowledge of a specific application domain 
(Chandrasekaran et al., 1999). An ontology is 
composed of entities, called classes, and re-
lationships among them. Classes are charac-
terized by features, called attributes, and they 
can be arranged into a hierarchical organiza-
tion. Ontologies are a fundamental instrument 
in Artificial Intelligence for the development of 
Knowledge-Based Systems (KBS). With its formal 
and well defined structure, in fact, an ontology 
provides a machine-understandable language 
that allows automatic reasoning for problems 
resolution. Typical KBS are Expert Systems (ES) and 
Decision Support Systems (DSS). ESs gather and 
formalize the knowledge of a human expert of a 
domain in order to produce inferences and rec-
ommendations given an initial query. DSSs are 
more interactive KBS, in the sense they offer sup-
port, rather than replacement, for the decision 
making process during the execution of a task, 
suggesting one possible strategy or tool given a 
set of initial conditions. DSSs are mainly adopted 
in the clinical field, where they are called Clinical 
DSS (CDSS). Ontology specification, structure and 
organization are then of fundamental impor-
tance for the development of a KBS.

In this paper we present an improvement of 
our ontological approach for knowledge organi-
zation in DSS design. In our previous publication 
(Fiannaca et al., 2012) we defined a paradigm 
for ontology specification named Data Problem 
Solver (DPS) and we showed how our approach 
can be applied to bioinformatics domain, mod-
eling the Protein-Protein Interaction Network ex-
traction scenario. In the proposed approach, we 
aim at integrating into our ontology the concept 
of Workflow as a set of processes. Our main ob-
jective is to provide a general schema in order 
to add the functionalities and capability of a 
DSS to the more recent Workflow Management 
Systems, that especially in bioinformatics, with 

the Taverna workbench (Hull et al., 2006), rep-
resent a powerful instrument for researchers. We 
called our extended ontological approach Data 
Problem Solver Workflow (DPSW). 

Methods
DPSW ontology is shown, using UML notation, in 
Figure 1. The four main entities are, as the name 
suggests, Data, Problem, Solver and Workflow. 
Problem represents the set of Tasks to do in an 
application scenario, and it models the task de-
composition from more complex goals to sim-
pler ones. Data summarizes the type of informa-
tion needed to perform a task belonging to a 
Problem. Data concept is specialized by Data _
Type class, representing the type of input and 
output data of a task, and each Data _ Type 
has one or more Data _ Format that encodes it. 
Solver concept fills the gap between a Problem 
to solve and the Tools that actual solve it. Each 
Solver is characterized by a computational 
Approach (probabilistic, topological, numerical 
approach for instance) and it models the expert 
knowledge (in terms of heuristics or strategies) on 
which Tool, or combination of Tools, are needed 
in order to accomplish a Task. Solver class is also 
characterized by a set of attributes, not shown 
in Figure 1, that specifies what are the pros and 
cons for using a solving strategy. Tool class identi-
fies the generic entity that can be actually run, 
and it generalizes the concept of Algorithm, 
Web Service, Application, Device. Each Tool has 
a computational Paradigm (for example neu-
ral networks, graph analysis, etc...) and eventu-
ally a set of configuration Parameters; it requires 
a Data _ Format object (the input file), and of 
course other type of Tools can be further added. 
By considering separately Problem, Solver and 
Data, we want to clearly separate among the 
models of the problem itself, the way to resolve 
it, and the input data requested. This way we aim 
at enhancing the generalization, modularity and 
expandability features of the proposed ontology. 
The last main component of the proposed on-
tological approach is the Workflow entity. It rep-
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resents the graphical view of a problem and its 
solving components. A Workflow is composed of 
one or more Processes, that can be seen as part 
of the global workflow implementing a specific 
Task, and each Process, in turn, is composed of 
ExecutionBlocks, that are the visual representa-
tions of an executed Tool. By embedding the 
concept of Workflow into our ontological struc-
ture, we want to provide a full Knowledge Base 
specification that can be used as building block 
of a DSS whose suggestions during a bioinfor-
matics experiment can immediately be trans-
lated into an executive workflow.

Results and Discussion
In order to show how the proposed ontol-

ogy can match with a real bioinformatics issue, 
we have taken into account a key challenge of 
cancer research, i.e., the detection of protein 
sub-networks that identifies markers correlated 
with metastasis. In facts, each protein complex 
is suggestive of a distinct functional pathway, 
that can provide novel hypotheses in organisms 
analysis (Sharan et al., 2007). A workflow related 
to this case of study is reported in the bottom 
of the Figure 1. In this example, we consider the 
"identification of protein networks for disease 

Figure 1 - The proposed DPSW ontology and its case of study.
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classification", that, according to DPSW ontology, 
represents the problem concept; the implemen-
tation of this problem (the experiment) matches 
with the workflow concept. Here, we take as data 
input a list of protein-protein interactions (PPIs) 
and produces as data output a list of marked 
protein network, that could be responsible for 
some specific diseases. According to the relat-
ed literature, this problem could be arranged in 
three main tasks: filtering, clustering and identifi-
cation. For instance, the first task has been han-
dled by some authors (Ucar et al., 2005) with a 
topological approach; in facts, they developed 
some graph-based algorithms in order to elimi-
nate redundant false positive interactions from 
the original PPI dataset. This preprocessing strate-
gy points to increase the reliability of PPI-Network. 
As regarding the second task, i.e. finding mean-
ingful groups of biological units, a number of 
approaches have been proposed and a lot of 
them are based on clustering. A well-know algo-
rithm is Markov Clustering Algorithm (MCL) (Enright 
et al., 2002), that divides the graph by means of 
"flow simulation paradigm". In facts, it separates 
the graph into different segments, with an itera-
tion of simulated random walks within a graph. 
Once sub-networks are obtained, it is possible to 
identify those complexes that demonstrate a dif-
ferential expression with respect to carcinogen-
esis phenotype, by means of an integrative -om-
ics approach proposed in (Nibbe et al., 2010). 
Using these elements, we could obtain some pu-
tative disease protein sub-networks. Ultimately, in 
order to face with this case of study, we propose 
to use three tasks, two different approaches 
and six tools (both algorithms and applications). 
Each executed tool, with its proper input/output 
file and parameters, is stored into an instance 

of the execution block concept, whereas a set 
of execution blocks that complete a single task 
are stored as an instance of process concept. 
Notice that workflow in Figure 1 has been defined 
using some different approaches that, we sup-
pose, are contained into the knowledge base 
arranged according the DPSW ontology. Using 
the proposed ontology, the experimentalist can 
generate some novel workflows composed of 
both piece of well know techniques and some 
processes previously stored as instances of DPSW 
ontology. As future work, we will use this ontology 
for building an expert system for making reason-
ing in the analyzed case of study.
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Motivation and Objectives
Recent studies have demonstrated the cor-
relation among features of diseases obtained 
from ex vivo and in vivo Molecular Imaging (MI) 
studies (e.g. Genomics and Positron Emission 
Tomography, PET, Strauss et al., 2008; Genomics 
and Computerized Tomography, CT, Segal et al., 
2007), opening a new role to non invasive clini-
cal MI technologies in the current approach of 
personalized medicine.

At present, proper databases and statistical 
methodologies are on hand to deal with the dif-
ferent modalities of ex vivo and in vivo MI data 
but tools for the extraction of new disease bio-
markers are still not available for the purpose of 
clinicians. The main interest of clinical special-
ists is in finding biomarkers of disease with diag-
nostic and prognostic values, and this can be 
performed with an interdisciplinary approach 
offered by ex vivo and in vivo MI and then trans-
lated into the clinical environment.

Aim of this work was the development of a soft-
ware tool (“cOuch” Correlative and Collaborative 
Touch System) (Castiglioni et al., 2011) designed 
to be used by clinicians to find new diagnostic/
prognostic biomarkers of disease from the com-
parison of ex vivo and in vivo data of patients. 
In this work, as representative example, “cOuch” 
has been applied to assess the prognostic and 
diagnostic value of the Standardized Uptake 
Value (SUV, Graham et al., 2000), a parameter 
of regional metabolic uptake measured by PET 
and 18F-labeled fluorodeoxiglucouse for breast 
cancer lesions. 

Methods
A. Couch functions and requirements
cOuch has been developed in Matlab R2008b. 
The Matlab standard toolbox was used, including 
Processing Toolbox, Statistic Toolbox and Curve 
Fitting Toolbox. Ad-hoc utilities were implement-
ed with Java languages. A user friendly graphi-

cal interface (GUI) has been designed for clinical 
users. The GUI consists of different sections: the 
population of a Database of patient data (dif-
ferent modality data from different in vivo and 
ex vivo diagnostic tests), a section for Data Pre-
processing (to select the category of the Variable 
Type for a specific correlation test) and a section 
for Data Processing (to select the specific cor-
relation test). cOuch can be implemented with 
a standard or touchscreen hardware, on condi-
tion that a minimum Ram of 1GB (2GB is recom-
mended) is installed for a 32-Bit system, due to 
the large software memory footprint required. A 
64-Bit operating systems allows to achieve the 
best performances. Touchscreen system com-
pliance offers the possibility to use cOuch by 
touchscreen tablets and mobile phones.

B. The Database
The cOuch database is a Relational MySQL 
Database that is populated through the GUI by 
registered and authorized clinical specialist us-
ers. In vivo and ex vivo MI data, including PET 
metabolic parameters of the oncological le-
sions, CT anatomical lesion volume, histopatho-
logical indexes and up/down regulated proteins 
extracted from surgical report samples, can be 
stored in the database. Every data is standard-
ized and archived in standard formats. Patient 
data are anonymized and identified by an ID. 
Couch software is connected to the database 
and allows to perform statistical analysis and to 
save analysis reports. 

C. Data Pre-processing
The variable type can be considered using its in-
trinsic type or can be transformed on the basis 
of proper options, in order to perform different 
statistical tests. Histological type, as assessed 
using the pTNM pathological classification, is 
treated as nominal data in all statistical analysis. 
Histological grade is treated as nominal data in 
some statistical analysis but reduced to nomi-
nal dichotomous data (only two categories) in 
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other statistical test. pT stage, as assessed using 
the pTNM pathological classification, is treated 
as categorical (four categories) in the statistical 
analysis. Lymph node status, as assessed using 
the pTNM pathological classification, is consid-
ered as nominal dichotomous variable, distin-
guishing the cases with no involvement of lymph 
node from the cases with involvement of lymph 
nodes. The expression of receptors (e.g. ER, PgR in 
the case of breast cancer), whose values range 
from 0% to 100, are considered as ordinal nu-
merical continuous variables, except when not 
found expressed they are considered as nominal 
dichotomous data. Tumours are considered to 
over-express oncoproteins (e.g. c-erbB-2 positive 
in the case of breast cancer) if more than 30% 
of invasive tumour cells show definite membrane 
staining (Score 3 +) or if a definite membrane 
staining is found smaller than 30% (Score 2+), re-
sulting in the so-called fishnet appearance. SUV 
is considered as an ordinal continuous variable.

D. Data Processing
Mann-Withney tests and Kruskal-Wallis tests were 
implemented to assess the relationship between 
in vivo MI features with histopathological, immu-
no-histochemical parameters and up/down reg-
ulated proteins. Multivariate linear regression and 
clustering algorithms were implemented to as-
sess multiple dependences of groups of param-
eters, also following some methods reported in 
literature considering matrix of protein expression 
as input for correlation analysis (Kim et al., 2012). 
In order to assess the diagnostic and prognostic 
role of the potential considered biomarkers, a 
ROC analysis was implemented with the purpose 
to find cut-off values for the biomarker. Specificity 
and Sensitivity were also calculated. This analysis 
allows to differentiate groups of patients on the 
basis of the values of the biomarker, higher or 
lower to the cut-off, being the two groups cor-
related to different biological characteristics of 
tumor (e.g. as assessed by histopathology). 

E. Application of cOuch to real clinical studies 
A protocol for the collection of in vivo and ex 
vivo MI data with the purpose of integration has 
been designed for one representative popula-
tion of breast cancer patients. The study proto-
col, approved by the Institutional Review Board 
of the Scientific Institute H San Raffaele, involved 
40 patients with biopsy-proven breast cancer 
designed for surgical intervention without per-

forming any treatment before surgery. Eligible 
patients underwent a total-body 18F-FDG PET/
CT exam before surgery, and, during surgical 
intervention, biological samples were collected 
and analyzed at the Pathological Anatomy Unit 
and sent to the proteomics laboratory. For each 
patient, the senology, the anatomo-pathologist, 
and the biologist submitted their own reports to 
the nuclear medicine physician who calculated 
the SUV of the primary breast lesion from the PET/
CT images and imported it in the database to-
gether with the other ex vivo data. The nuclear 
medicine physician performed the correlation 
analysis with cOuch between the considered 
parameters.

Results and Discussion
SUV was found correlated with histological type. 
Mann-Whiney test on SUV and the histological 
type (Invasive Lobular Carcinoma, ILC vs Invasive 
Ductal Carcinoma, IDC) showed that SUV was 
significantly (p < 0.02) lower in ILC (2.92 ± 0.94 
g/cc) with respect to IDC (7.45 ± 6.16 g/cc). ROC 
curve analysis showed that a threshold of 3.87 
g/cc for SUV allowed to distinguish ILC from IDC 
histological types with a Specificity of 67% and 
a Sensitivity of 100%. SUV was found correlated 
with histological grade. Kruskal-Wallis test on SUV 
and the histological grades (G1 vs G2 vs G3) 
showed that SUV was significantly (p<0.01) dif-
ferent in G1 (3.90 ± 3.72 g/cc ) with respect to 
G2 (5.61 ±  5.52 g/cc) and to G3 or G3 (11.30 
±  5.85 g/cc). Mann-Whiney test on SUV and the 
histological grade (G1 vs G3) showed that SUV 
was significantly (p < 0.03) lower in G1 (3.90 ± 
3.72 g/cc) with respect to G3 (11.30 ± 5.85 g/
cc). ROC curve analysis showed that a thresh-
old of 3.99 g/cc for SUV allowed to distinguish G1 
from G3 histological grades with a Specificity of 
83.9% and a Sensitivity of 88.9%. No significant 
correlation were found between SUV of primary 
BC lesion and lymph node status either as de-
tected by histopathology either as detected by 
PET. SUV was found correlated with ER and PgR 
hormone receptors. ER positive tumors showed a 
lower 18F-FDG (5.60 ± 5.14 g/cc) with respect to 
ER negative tumors (13.90 ± 5.65 g/cc) (p<0.005) 
and PgR positive tumors showed a lower 18F-FDG 
(5.55 ± 5.13 g/cc ) with respect to PgR negative 
tumors (14.04 ± 5.66 g/cc) (p<0.005). As expect-
ed, the same relationship was found consider-
ing the total expression of hormone receptors 
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but with a lower statistical significance (p<0.02). 
An analysis of ROC curves showed that a thresh-
old of 7.75 g/cc for SUV allows to distinguish both 
ER positive from ER negative and PgR positive 
from PgR negative with a Specificity of 100.0% 
and a Sensitivity of 78.1%. No correlations were 
found between SUV and c-erbB2 but this could 
be due to the poor sample. In fact, excluding 
patient with incomplete information on c-erbB2 
expression, only four patient presented an over-
expression of c-erbB2 index. Using a threshold of 
18% for MiB-1 proliferation inde, we found that 
SUV was significantly (p < 0.05). correlated with 
MiB-1 proliferation index in particular SUV = 4.52 
± 2.92 g/cc for tumor with an expression of MiB-
1=18% and SUV = 9.30±7.40 g/cc for tumor with 
an expression of MiB-1 > 18%. An analysis of 
ROC curves was performed on the two clusters of 
data obtained using a 18% threshold. A value of 
4.06 g/cc for SUV allows to distinguish positive or 
negative values of MiB-1 proliferation index, with 
a Specificity of 70.6% and a Sensitivity of 65.0%. 
Univariate linear regression analysis was per-
formed on MiB-1 and SUV. Even if the significance 
of the estimated parameter for MiB-1 proliferation 
index was strong (p<0.001), indicating the cor-
relation already evaluated using Mann-Whitney 
test, the significance of the regression was low 
(R-square <0.3) showing that linear relationship is 
not effective. Hierarchical clustering was applied 
involving SUV and the variables which were found 
one-to-one correlated with SUV by univariate tests: 
histological type and grade, hormone receptor 
status and MiB-1 proliferation index. K-means pre-
processing on SUV was performed following the 
results obtained by univariate analysis. K-means 
algorithm allowed to define three intervals of SUV 

values: a) SUV from 0.78 g/cc to 3.07g/cc; b) SUV 
from 3.40 g/cc to 4.38 g/cc; c) SUV from 7.03 g/
cc to 27.53g/cc. A hierarchical cluster analysis al-
lowed to define two different clusters of multiple-
correlated indexes: a) a first cluster including ILC 
and IDC G1 tumors with a negative expression of 
MiB-1 and SUV in the first interval. Index of positive 
expression of hormonal receptors and SUV in the 
second interval are linked to this cluster but with 
a lower significance; b) a second cluster includ-
ing IDC tumors G2 and G3 tumors with a posi-
tive expression of MiB-1, a negative expression of 
hormonal receptors and SUV in the third interval. 
In conclusion, cOuch allowed to prove that SUV 
is correlated with many features obtained from 
ex vivo histopathological tests, suggesting SUV is 
a good diagnostic/prognostic biomarker to be 
obtained in vivo by 18F-FDG PET. Further studies 
will be devoted to apply cOuch methodology to 
the analysis of proteins differentially expressed in 
breast cancer tissues.
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Motivation and Objectives
The subcellular localization of biochemical 
networks is one of the new challenges of the 
post-genomic era. It may be used in future as 
an additional criteria to judge the probability 
of potential proteomic interaction partners, to 
choose the appropriate experimental constel-
lations or to create virtual cell environments. 
Today we can use database integration tools 
and text mining for the prediction of biologi-
cal networks. However, we can use the same 
tools for the prediction of the localization val-
ues of each component of biological networks. 
Having this information calculated we can real-
ize a 3D (2D) visualization of biochemical net-
works based on a 3D (2D) virtual cell. Therefore 
we extended our CELLmicrocosmos (http://Cm4.
CELLmicrocosmos.org) project.

Methods
The CELLmicrocsosmos 4.2 PathwayIntegration 
(short: CmPI) is a module developed based on 
the CELLmicrocosmos 1.1 CellExplorer (CmCX). 
CmCX provides a virtual cell environment. This 
cell environment, containing different cell com-
ponents, can be associated with protein-related 
networks using localization information parsed 
from DAWIS-M.D. as well as ANDCell. Figure 1 
shows the workflow between CmPI and the two 
aforementioned systems. CmPI connects now 
directly to ANDCell, which is a data mining tool 
for pathway reconstruction, and DAWIS-M.D., 
which is a bio data warehouse. The input is a set 
of proteins or a protein-related network. Based on 
the data mining and bio data warehouse ap-
proach, CmPI will search for localization informa-
tion for each network component. Based on this 
data and an already created virtual cell, CmPI 
will semi-automatically map this information into 
the three-dimensional cell environment. The us-
er-friendly mapping process is supported by dif-
ferent visualization techniques.

DAWIS-M.D. which is based on the 
Bioinformatics Data Warehouse (BioDWH) toolkit, 
is a platform-independent data warehouse 
approach developed by the Bio-/Medical 
Informatics Department of Bielefeld University. 
It contains a number of metabolic-disease-re-
lated databases. For this work, only a subset of 
those databases was used for the localization of 
proteins: Brenda, Reactome, The Gene Ontology 
(GO), and UniProt.

The ANDCell (Associative Network Discovery) 
system contains a large variety of different data-
bases. It is a commercial product of PBSoft Ltd., a 
start-up company from the Institute of Cytology 
and Genetics (Novosibirsk). It was developed 
for the automatic extraction of facts and knowl-
edge of interactions between proteins, genes, 
metabolites, microRNA, cellular components, 
molecular processes, and their association with 
diseases from the texts of scientific publications 
and databases. For this work, only those infor-
mation were taken into account which were ex-

Figure 1: The Workflow between the databases and the 
CELLmicrocosmos 4.2 PathwayIntegration (CmPI)

ttp://Cm4.CELLmicrocosmos.org
ttp://Cm4.CELLmicrocosmos.org
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tracted from PubMed-abstracts which are freely 
available for CmPI.

Results and Discussion
These data integration techniques will undersco-
reour understanding of the molecular mecha-
nisms of diseases. In particular,  this approach is 
important to investigate which cellular compart-
ment is mainly involved in a specific pathologi-
cal process. Based on this integrated knowledge, 
biological network prediction and reconstruction 
can be done for many investigated diseases 
even if the molecular knowledge of such disease 
is only rudimentary. 

Figure 2 shows a MPDZ-related protein-protein 
interaction network associated with a three-di-
mensional cell model. This application case was 
discussed in Sommer et al. 2010. Experimental 
results suggested that MPDZ is involved in dilated 
cardiomyopathy. The interacting proteins were 
found to be associated with the tight junction 
complex of the cell membrane. Therefore it can 

be suggested that this cell localization is affect-
ed by dilated cardiomyopathy and should be 
taken into account in future computational and 
experimental analyses.
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Motivation and Objectives
A solid and integrated biobanking framework is 
an absolute requirement for high quality investi-
gation in paediatric tumours. The overall goal of 
our activity is to design and develop a central-
ized Digital Biobank prototype able to integrate 
and interconnect an increasing number of lo-
cal biobanks situated in various centres across 
Europe. As a first step, we are designing a web-
based repository to store all tissue and genomic 
data from paediatric tumours collected by the 
G. Gaslini Children’s Hospital, in Genoa. The re-
pository satisfies flexibility and extensibility criteria, 
and is being deployed on a data Grid architec-
ture (Bote-Lorenzo et al., 2004).

Methods
The repository is designed to contain data from 
all the tissue and blood samples obtained from 
infants and children affected by paediatric tu-
mours, such as primary bone tumour and neuro-
blastoma. Many samples may be extracted from 
the same patient in a single visit or surgical op-
eration; moreover from a single sample, nucleic 
acids (i.e. DNA and RNA) may be extracted for 
further analysis. These extractions could happen 
more than once, even at a distance of months 
or even years, if required. 

In order to satisfy the strict requirements 
above and ensure the extensibility of the reposi-
tory, we have adopted a process/event model, 
already used for designing data and image re-
positories in Neuroscience (Corradi et al., 2012). 
The process/event model is a multipurpose taxo-
nomic schema composed by two main generic 
objects: processes and events. An event can be 
any 'atomic' operation that is performed on pa-
tients or samples, or any processing of data or 
everything else related to the repository admin-
istration and management. A process is defined 
as a group of sequential events or sub-processes 
related to an activity, allowing the creation of a 
sort of hierarchical structure. As an example, the 
storage of a DNA sample in a specified location 

within a -80°C freezer and a post-processing step 
(such as differential expression, survival or cor-
relation/anti-correlation analysis on microarray 
data) are single events, pertaining respectively to 
the more general ‘Nucleic Acid Extraction’ and 
‘Data Mining’ processes.

Platform Architecture
The repository has a client-server architecture 
and it is composed by three main components, 
as shown in Figure 1:

• Repository portal
• Database
• Grid storage

The repository portal is designed to make the stor-
age and the navigation of data and information 
easy, through a simple and transparent web inter-
face. It is a Java Enterprise Edition web applica-
tion based on several existing open source tools 
for the development of web applications. The ba-
sis of the portal consists in a framework that relies 
on an Apache Tomcat web application contain-
er. It incorporates a database interface layer built 
through MyBatis, a persistence framework that au-
tomates the mapping between SQL databases 
and objects in Java. To provide users with highly 
interactive interfaces, some components are de-
signed using the Asynchronous Javascript and 
XML (AJAX) programming technique. Wherever 
possible information is exchanged in XML or 
JavaScript Object Notation (JSON) format. The 
web portal represents the main access point to 
all the functionalities available through the overall 
integration platform, and exposes both user and 
administrator interfaces.

The repository itself is based on a MySQL da-
tabase. The database design is fundamental in 
order to make the repository highly flexible and 
easily extensible. The core of the database is 
formed by the two previously described enti-
ties: processes and events and their relationships 
to data and metadata. Existing processes and 
events are contained in two homonymous ta-
bles. Each element in the event table refers to 
an element in the data table. The information 
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inside the latter represents all the data inserted 
in the repository. These data can be associated 
with one or more files accordingly to their data 
type. The file table contains the logical path of 
all the stored files. The repository can be con-
figured to store the metadata totally or partially 
within the database. In this latter case, the meta-
data are stored as XML descriptions inside the 
data table, to display the data in a rapid and 
dynamic way using XSL Transformations, and as 
records of specific metadata tables, to perform 
complex queries in an easier way. All data files 
are contained in the Grid storage, so the data-
base doesn’t really have to deal with hundreds of 
GB of data. Moreover, the number of operators 
should be quite small, thus making MySQL a rea-
sonable choice as a database. The storage sub-
system has been built around the iRODS data grid 
software (Rajasketar et al., 2010), chosen among 
others because it allows building a federated and 
distributed data storage system without the need 
of central components. Being able to deal with a 
huge amount of metadata, iRODS is widely used by 

the research community, also for Next Generation 
Sequencing Projects (Chiang et al., 2011).

Careful attention has been given to security 
and privacy issues. All data are anonymised and 
cannot be linked in any way to patients’ names, 
since the connection between clinical and per-
sonal data is done using unique identifiers man-
aged exclusively by clinicians. Administrators are 
able to control users’ access by creating groups 
and their association with pages and functions, 
define processes, events and all their relation-
ships, define new data types and related meta-
data, associate them with the related events 
and manage available ontologies. Normal us-
ers, according to their assigned permissions, can 
insert new data, retrieve patients’ information 
and view all the related data, download stored 
information, explore processes together with all 
the related events, data and metadata to have 
a global picture. 

The integrated system we envision at a 
European level will take advantage of the data 
Grid features provided by iRODS. Each hospital or 

Figure 1. Repository overall architecture
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biobank involved in the virtual community may 
have a local database and a dedicated sepa-
rated iRODS system (called iRODS zone) where its 
own metadata and files can be saved. All the 
iRODS zones in the community will be federated. 
Federated iRODS zones are administered sepa-
rately, but the users in the multiple zones, if given 
permission, will be able to access data stored 
in the other zones. If more hospital or research 
groups are working on the same project or using 
the same data structure, they may share a single 
iRODS zone and database. To provide access 
to the various local databases, federated data-
base systems will be taken into account.

Results and Discussion
A first prototype of the repository is currently be-
ing tested at the Giannina Gaslini Institute, in 
Genoa. Information on over 1300 tissue samples, 
with their related DNA and RNA purified samples, 
have been stored together with administrative 
and clinical data from more than 700 patients. 
Three kinds of genomic analyses (i.e. event types) 
are currently provided, two for DNA samples - 
Comparative Genomic Hybridization (CGH) ar-
ray and Multiplex Ligation-dependent Probe 
Amplification (MLPA) - and one for RNA - micro-
array analysis. For each analysis it is possible 
to store one or more files and user customized 
metadata. New data types can be configured 
via administrator interface, without additional pro-
gramming, when new types of analyses or pro-
cessing are required. The extensibility of our data 

model with user-defined data types and meta-
data is a crucial aspect of our implementation.

As mentioned before, future developments 
will comprise the integration of our local biobank 
at the Gaslini Institute, with similar digital structures 
located across Europe. We are currently testing a 
distributed storage configuration, implementing 
data management policies expressed as rules 
that are interpreted by the iRODS Rule Engine.
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Motivation and Objectives
The biodiversity is nowadays one of the main 
scientific area of interest because of its impor-
tance for a sustainable development in many 
technological domains such as biotechnologies 
as well as for agriculture and human health. For 
instance, plant genetic resources are the basis 
of food security and consist of diversity of seeds 
and planting material of traditional varieties or 
modern cultivars and crop wild relatives. These 
resources are used as food, feed for domesticat-
ed animals and in recent years for the identifica-
tion of new chemical compounds to be used in 
clinical therapeutic protocols.

Biodiversity research communities have to 
deal with data coming from many different do-
mains (e.g., biology, geography, evolutionary 
studies, genomics, taxonomy, environmental 
sciences, etc.). Collecting and integrating data 
from so many disparate resources is not a trivial 
task, data are extremely scattered, heterogene-
ous in format and purpose, often protected in 
repositories of diverse research institutes.

With the advent of next generation technolo-
gies, molecular biodiversity research is produc-
ing large amounts of data that researchers use 
for complex comparative analyses exploiting 
information present both in public databases 
(like GenBank) and in their personal repositories. 
Improving the management of molecular data 
and their integration with related information pre-
sent in the genetic resources databases such as 
morphologic, geographic and ecologic data 
will lead to new valuable biodiversity knowledge.

Driven by the widely diffused trend of the web 
of sharing information through aggregation of 
people with the same interests (social networks), 
and by the new type of database architecture 
defined as dynamic distributed federated da-
tabase, here we present MBlabDB, a tool repre-

senting a new paradigm of data integration in 
the biodiversity domain.

Methods
MBLabDB uses a hybrid approach of data fed-
eration and data warehousing. The system ar-
chitecture (Figure 1) is based on the integrated 
cooperation of several components: a robust 
Database Management System, managing the 
large volume of molecular data and information 
available in public resources such as GenBank; 
a set of federated databases implemented with 
GaianDB (Bent G. et al., 2008) tool, managing 
remote specialized biodiversity databases; the 
IBM Information Integrator, implementing the 
database conceptual schema and integrating 
all federated databases with public molecular 
data using a data warehouse approach.

The conceptual schema of MBLabDB named 
MolecularBiodiversity Database Schema 
(Pannarale et al.,2012), is tailored to biodiver-
sity data collection, integrationand analysis. 
It is modeled on six main sections: Individual, 
MolecularData, Experiment, Collection, Supply 
chain and Taxonomy. The MolecularData sec-
tion is structured following a Chado-like mod-
el (Mungall CJ et al., 2007), using Sequence 
Ontology (Eilbeck K et al., 2005) entities and rela-
tions. Similarly the Taxonomy section has been 
designed in order to incorporate and integrate 
more than one taxonomy, because of different 
reference taxonomies that could be related to a 
taxonomic kingdom.

The federated databases have been im-
plemented by GaianDB (Bent G. et al., 2008), 
a Dynamic Distributed Federated Database of 
sources whose growth is regulated by biological-
ly inspired principles and graph theoretic meth-
ods. The idea is to create a network of database 
nodes, each containing specialised collections 
of biodiversity data, and to expose their content 
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by means of a GaianDB data server. Information 
coming from the network nodes are collected 
by a GaianDB hub and are integrated with pub-
lic data by means of the Information Integrator 
server. Two steps are needed to add a new 
GaianDB node: the installation of a GaianDB 
server instance and the writing of a wrapper for 
the mapping of the local schema with the gen-
eral MBLabDB schema.

An efficient and reliable ETL (Extraction, 
Transformation and Load) module, implemented 
with CLIPS Rule Based Programming Language 
(Pannarale et al., 2012), has been used to inte-
grate GenBank data in MBLabDB. The ETL pro-
cedure extracts information from the GenBank 
entries and fits them into the MBLabDB schema.

The MBLabDB graphical user interface (GUI) 
has been developed as a Java platform web 
application. In the GUI the public-private data in-
tegration is highlighted through the implementa-
tion of taxonomic and ontology based queries.

Results and Discussion
Currently, MBLabDB integrates 4,360,218 entries 
from the GenBank database and two biodiversity 
data collections: the ITEM Collection (http://www.
ispa.cnr.it/Collection), located at the ISPA-CNR 

server (containing 9,181 specimen and 3,584 se-
quences), and the IGV Germoplasm Database 
(http://www.igv.cnr.it), located at the IGV-CNR server 
(containing 11,113 accessions). Furthermore the 
NCBI Taxonomy (www.ncbi.nlm.nih.gov/Taxonomy) 
and the Catalogue of Life (http://www.catalogue-
oflife.org/) taxonomic classifications have been in-
cluded in the Taxonomy section.

Two search and retrieval modalities are avail-
able in MBLabDB, an advanced query mode, 
where search criteria and results can be com-
bined using an incremental composition of 
“querying & filtering”, and an ontology based 
retrieval that queries data using the biological 
concepts expressed by the Sequence Ontology.

Therefore, MBLabDB combines public mo-
lecular data with biodiversity data contained in 
genetic resource collections, that are typical of 
the biodiversity domain. By way of example, us-
ing MBLabDB a researcher can extract datasets 
of sequences related to specimen of his own in-
terest using biodiversity criteria such as species/
varieties, geolocation, morphology and pass-
port data.

Using the MBLabDB paradigm of data integra-
tion, database hosting, management and infor-
mation sharing strategy of specialised resources 

http://www.ispa.cnr.it/Collection
http://www.ispa.cnr.it/Collection
http://www.catalogueoflife.org/
http://www.catalogueoflife.org/
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are left to the research group owner of the data 
collection. So the biodiversity research groups 
can contribute to the information network by shar-
ing their data sources with a reasonable effort.

In this network, named Social Database for 
Molecular Biodiversity Data, information remains 
scattered, but knowledge are shared.
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Motivations and Objectives
In recent years, protein microarrays have be-
come one of the most invaluable research tools 
in the field of large-scale and high-throughput 
biology, and their use in basic research, diag-
nostics and drug discovery has emerged as a 
great promise of medicine. An interesting ap-
plication of this technology is the identification 
of a serodiagnostic antigens ensemble whose 
expression profiles can effectively unveil discri-
minant patterns providing the classification of 
healthy and disease samples. 

Nowadays, the analysis of protein microarray 
data for extracting biologically interpretable re-
sults is still an extremely complex process, and 
there is an increasing need for fully automated 
data mining approaches. 

In the present study a Partial Least Squares 
Discriminant Analysis (PLS-DA) has been applied 
to protein microarrays aimed to reveal discrimi-
native patterns between different clinical condi-
tions. The method was evaluated to data gen-
erated from protein microarrays, including 1626 
human recombinant proteins, probed with sera 
of patients with autoimmune liver diseases. Each 
array was depicted as a set of quantitative de-
scriptors and analyzed by PLS-DA method in an 
attempt to classify samples according to their 
intrinsic protein expression profile. Moreover, the 
assessed model was able to extract antigens of 
interest representative of a different protein profile 
in Autoimmune Hepatitis (AIH) patients compared 
to Healthy donors (HD) (Zingaretti et al., 2012). 

Here, the application of multivariate statistical 
techniques to protein microarray data represents 
an effective tool to identify informative protein 
profiles as of fully automatic strategy. 

This kind of approach could lead to a more 
rapid and accurate development of diagnostic 
tests, providing useful factors able to discriminate 
different autoimmune diseases.

Methods
We proposed an innovative bioinformatic work-
flow, based on multivariate data analysis, for 

identifying discriminative patterns between dif-
ferent clinical conditions. A schematic view of 
flow chart is shown in Figure 1. In the first step 
(Figure 1, panel A), protein arrays were developed 
to screen serum samples of patients affected by 
Autoimmune Hepatitis (AIH) and healthy controls 
(HD); characteristic of patients and protein plat-
form generation were described in recent publi-
cation (Zingaretti et al., 2012). Briefly, fluorescence 
signals were detected by using a ScanArray Gx 
PLUS (PerkinElmer, Bridgeport Avenue Shelton, 
USA) and scanned images were imported in a 
house developed software for the successive im-
age analysis. Normalization to the spotted human 
IgG curve was performed (Bombaci et al., 2009). 
Subsequently, the data were analyzed by partial 
least squares discriminant analysis (PLS-DA) (Wold 
et al., 2001; Eriksson et al., 2006) (Figure 1, panel 
B) with the aim of identifying the best candidates 
for the development of new application in clini-
cal research (Figure 1, panel C). In recent years, 
projection methods are being successfully ap-
plied to biological data such as DNA microarrays 
and proteomic data but the combination of PLS-
DA with the protein arrays represents a new and 
interesting approach for investigation of this type 
of proteomics data. The method is particularly 
suitable for analysis of data with numerous vari-
ables and is able to integrate information about 
the response matrix, Y, into the descriptor matrix, 
X (the antigens). PLS method is based on find-
ing the latent variables that maximize the covari-
ance between X and Y. The importance of each 
variable in the loadings of PLS-DA is given by the 
variable influence on projection (VIP) parameter. 
The VIP score reflects the influence of antigens on 
the classification, and predictors with score larger 
than one are considered relevant for explaining 
the differences in the two groups (Eriksson et al., 
2006). The validation of the PLS-DA model was 
checked using cross-validation and response 
permutation testing. Cross-validation assesses 
the predictive power of the model by Q2Y while 
the response permutation test assess the sta-
tistical significance of the estimated predictive 
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power and test the model for overfitting due to 
the chance correlation. In this test, only the class 
labels is randomly reordered (50 times). A model 
is fitted to the new Y-data and new estimates of 
R2Y and Q2Y values are calculated. The distribu-
tion of the R2Y and Q2Y, based on random data, 
are useful for appraising the validity of the model 
(Eriksson et al., 2006). 

Results and Discussion
In order to identify a set of protein signatures 
linked to autoimmune liver disease, we have pro-
cessed protein microarray data generated from 
sera of 15 AIH patients and 24 HD subjects, as 
shown in Figure 1, panel A. AIH sera displayed 
a higher reactivity toward autoantigens than HD 
sera as documented by the intensity of recogni-
tion signals (MFI). To detect differences between 
the two clinical conditions a multivariate statis-
tical analysis was performed. As a first step, an 
unsupervised approach by means of PCA was 
applied to the full data set. This preliminary ex-
ploration by PCA was done in order to screen for 
outliers and to survey possible groupings, use-
ful for efficiently directing further modeling ef-
forts with more innovative approaches such as 

the PLS-DA. On the basis of the PCA score plot, 
a rough separation was observed owing to mis-
classification of one sample; thus, this sample 
was removed from further analyses due to its 
ambiguous behavior. The PLS-DA modeling has 
been based on the reduced data set of 38 sam-
ples described through 1296 features (X matrix). 
We created a dummy matrix of two Y-variables 
expressing diagnosis of the sera samples. Data 
were standardized to have mean 0 and stand-
ard deviation 1. The number of significant com-
ponents was determined using cross-validation; 
this yielded nine components with an R2Y of 0.91 
and a cross-validated R2 (Q2) of 0.75. However, 
a three component model was generated to en-
able the construction of the three dimensional 
score plot (Eriksson et al., 2006). There is clear dis-
crimination between the two groups according 
to their clinical conditions. The model also gives 
the possibility to obtain a quantitative measure of 
the discriminating power of each autoantigens 
by means of VIP. X-variables characterized by VIP 
values larger than 1 have major importance for 
modeling the responses. After closer examina-
tion, autoantigens were, then, selected accord-
ing to (i) VIP scores >1.0 and (ii) the recognition 

Figure 1: Schematic representation of strategy illustrating large scale serum autoantigen analysis (A) Screening of Healthy vs 
Patient sera by in house developed Protein microarray. (B) Multivariate Analysis: result interpretation and statistical analysis: 
(i) representative MFI distribuition of AIH patients (bottom panel) compared with HD (top panel) subjects, (ii) PLS-DA projec-
tion of AIH and HD samples according t1,t2 and t3 coordinates. This projection was done to identify protein profiling that 
distinguishes between AIH (red spheres) and HD (blue cones), (iii) plot of R2Y (explained variation) and Q2Y (predicted vari-
ation); it shows how the considered parameters change as a function of increasing model complexity. According to the 
cross-validation, nine components resulted significant in order to explain the relationship between the descriptor matrix and 
the class response; nevertheless, three components were considered to allow score plotting. (C) Investigation and further 
applications on the identified markers.
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frequency; self proteins were regarded as poten-
tial autoantigens if they were recognized by a 
delta difference recognition of 25% between AIH 
and HD population. In this way, a final list of 27 
autoantigens was generated, that allowed good 
discrimination of the two populations of sera. At 
present, the study may deepened at the biologi-
cal level by further validation of these dominant 
features using proteomic analysis technique. 
Furthermore, we applied the response permu-
tation testing to provide an estimate of the sig-
nificance of a Q2Y value, we have permuted the 
response randomly 50 times and computed the 
new model with the original X-data matrix and 
reordered Y-data. For each derived model, both 
R2Y and Q2Y values were calculated and then 
compared with the estimates of the R2Y and Q2Y 
of the real model. On the basis of the validation 
plot, the Q2Y distribution is sign of high predictive 
validity of the original model indeed it is impos-
sible to obtain a model with the same predictive 
value by chance. 

In conclusion, we presented a multivariate 
approach as an effective alternative to classi-
cal univariate tools for the analysis of proteom-
ics data for signature selection in autoimmune 
liver diseases. Combining multivariate modeling 
with protein microarray proves to be a successful 
tool for the discrimination of the different class-
es of samples and for the identification of the 
autoantigens responsible for class separation 
by means of VIP. This method could be applied 
for a fast screening of human protein microar-

rays to discriminate different clinical conditions 
representing a useful complementary analysis in 
the routine of a proteomic laboratory. However, 
further studies are necessary in order to extend 
the approach here described to different data 
set for verifying the chance to extrapolate and 
generalize classification rules.
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Motivation and Objectives
Biomedical terminologies play important roles 
in clinical data capture, annotation, reporting, 
information integration, indexing and retrieval. 
More particularly, genomic terminologies and 
ontologies are very useful for indexing genomic 
information. Several sources of information and 
terminologies have already been developed. 
For instance, the Gene Ontology (GO, http://
www.geneontology.org/, last accessed on July 
17, 2012), which is a controlled vocabulary widely 
used for the annotation of gene products; the 
Human Phenotype Ontology (HPO, http://www.
human-phenotype-ontology.org/, last accessed 
on July 17, 2012) in which terms describe phe-
notypic abnormalities encountered in human 
disease, such as “atrial septal defect”; and 
ORPHANET, http://www.orpha.net/consor/www/
cgi-bin/index.php?lng=FR, last accessed on July 
17, 2012) the portal for rare diseases and orphan 
drugs. These knowledge sources have mostly 
different formats and purposes. For example, 
ORPHANET is a rare disease database whereas 
HPO is an ontology which supports the descrip-
tion of phenotypic information. Faced with this 
reality and the need to allow cooperation be-
tween various health actors and their related 
health information systems, it appeared neces-
sary to link these terminologies by developing 
a semantic repository to integrate them. The 
most known repository is the Unified Medical 
Language System (UMLS) (Lindberg et al., 1993). 
Several works were based on the UMLS to align 
terminologies in French (Merabti et al., 2012) and 
in English (Bodenreider et al., 1998; Milicic Brandt 
et al., 2011; Mougin et al., 2011). However, HPO 
and ORPHANET are not yet included in the UMLS. 
Thus, another solution is to find correspondences 
between these terminologies in French and in 
English using automatic methods. In (Merabti et 
al., 2012) we have proposed a lexical method to 
map biomedical terminologies either included 
or not into the UMLS. Nevertheless, these meth-
ods remain very dependent on the terminolo-

gies languages since they used NLP tools such 
as stemming or normalization. We propose in this 
study a string-based method to find correspon-
dences between a subset of terminologies for 
an easier access to biomedical information. It is 
based on the combination of several string met-
rics and it is neither based on the UMLS, nor lan-
guage dependent. Mixed with lexical or concep-
tual approaches developed in previous studies 
(Merabti et al., 2012), it could improve the number 
of correspondences between terminologies with 
a high precision. Semantic methods are also an 
envisaged issue to complete this study.

Methods
To map biomedical terminologies, we used 
string matching methods where concept names, 
terms and their labels are considered as se-
quences of characters. A string distance is deter-
mined to compute a similarity degree. Some of 
these methods can skip the order of characters. 
In this paper, the union of three metrics was used 
(i) Dice (Dice, 1945), (ii) Levenshtein (Levenshtein, 
1965) and (iii) Stoilos (Stoilos et al., 2005). 

The Dice’s coefficient calculates the ratio be-
tween the number of bigrams of characters in-
common to both the strings x and y and the total 
number of bigrams for two strings defined by the 
following equation where nb-big(x) is the number 
of bigrams of x:

The Levenshtein distance between two strings 
x and y is defined as the minimum number of el-
ementary operations that is required to pass from 
a string x to a string y. There are three possible 
transactions: replacing a character with another, 
deleting a character and adding a character. 
This measure takes its values in the interval [0, ∞ [. 
The Normalized Levenshtein (Yujian and Bo, 2007) 
(LevNorm) in the range [0, 1] is obtained by divid-
ing the distance of Levenshtein Lev(x, y) by the 
size of the longest string and it is defined by:

http://www.geneontology.org/
http://www.geneontology.org/
http://www.human-phenotype-ontology.org/
http://www.human-phenotype-ontology.org/
http://www.orpha.net/consor/www/cgi-bin/index.php?lng=FR
http://www.orpha.net/consor/www/cgi-bin/index.php?lng=FR
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LevNorm (x,y) is element of [0,1] as Lev(x,y) < 
Max(|x|,|y|). |x| is the length of the string x. 

The Stoilos distance has been specifically de-
veloped for strings that are labels of concepts 
in ontologies. It is based on the idea that the 
similarity between two entities is related to their 
commonalities as well as their differences. Thus, 
the similarity should be a function of both these 
features. It is defined by:

Where Comm(x,y) stands for the commonality 
between the strings x and y, Diff(x,y) for the dif-
ference between x and y, and Winkler(x,y) for the 
improvement of the result using the method intro-
duced by Winkler in (Winkler, 1999). The function 
of commonality is determined by the substring 
function. The biggest common substring be-
tween two strings (MaxComSubString) is comput-
ed. This process is further extended by removing 
the common substring and by searching again 
for the next biggest substring until none can be 
identified. The function of commonality is given 
by the equation:

The function of Difference is defined in the fo-
llowing equation where p is element of [0, ∞ [(usu-
ally p= 0.6), |ux| and |uy| represent the length of 

the unmatched substring from the strings x and y 
scaled respectively by their length:

The Winkler parameter Winkler(x,y) is defined by 
the equation:

where L is the length of common prefix between 
the strings x and y at the start of the string up 
to a maximum of 4 characters and P is a con-
stant scaling factor for how much the score is 
adjusted upwards for having common prefixes. 
The standard value for this constant in Winkler’s 
work is P=0.1. To evaluate the correspondences 
between the terminologies found using the pro-
posed method we have calculated the preci-
sion on a sample set evaluated manually and 
defined as:

Results and Discussion
In this study we presented a combination of tree 
string matching methods to align several bio-
medical terminologies. The results showed that 
combining these methods on general terminolo-
gies such as MeSH and SNOMED provided more 
correspondences than only one method and 
with good results (with a precision>99%). Aligning 
genomic terminologies provided also good re-
sults with high precision. However, we evaluated 

Table 1: Total number of correspondences (NB _ align) with a threshold of 0.8 and their associated precision (P%) according 
to each method. Only the correspondences in French were evaluated. We evaluated a sample of 100 correspondences.

Dice Levenshtein Stoilos Combination

MeSH with SNOMED 
INT

NB _ align=75,176
P=99.82 %
CI95%=[99.79-99.85]

NB _ align=64,657
P=99.80%
CI95%=[99.77-99.83]

NB _ align=133,419
P=99.75%
CI95%=[99.72-99.78]

NB _ align=156,877
P=99.78%
C I 9 5 % = [ 9 9 . 7 6 -
99.80]

HPO with GO (EN) NB _ align=161 NB _ align=49 NB _ align=207 NB _ align=291

HPO with GO (FR) NB _ align=10
P=75.00%

NB _ align=7
P=83.00%

NB _ align=9
P=80.00%

NB _ align=11
P=72.22%

HPO with ORPHANET 
(EN)

NB _ align=2,593 NB _ align=1,506 NB _ align=3,718 NB _ align=4,237

HPO with ORPHANET 
(FR)

NB _ align=3,506
P=97.18%
CI95%=[96.63-97.73]

NB _ align=2,246
P=94.14%
CI95%=[93.17-95.11]

NB _ align=5,405
P=94.87%
CI95%=[94.28-95.46]

NB _ align=6,040
P=96,49%
C I 9 5 % = [ 9 6 . 0 3 -
96.95]
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here only “exact” correspondences and rated 
them as “correct” or “not correct”. Indeed, cor-
respondences such as “broader–narrower” or 
“sibling” relations between terms were not con-
sidered. For example, when a correspondence 
is founded between two terms which one string 
is included in another one in most cases it is 
more general than the second, and a “broader-
narrower” correspondence could exist (for ex-
ample, correspondence between “insuffisance 
surrenale” term (Adrenal insufficiency) and all 
the terms such as “insuffisance surrenale aigue” 
(Acute Adrenal insufficiency), “insuffisance sur-
renale primaire” (Primary adrenal insufficiency)). 
These preliminary good results encouraged us to 
apply the combination of these string matching 
methods on other health terminologies. The cor-
respondences found between two terminologies 
in their French version may be projected on their 
versions in other languages. As perspectives of 
this study, these methods will be completed with 
normalization techniques and the validation of 
the correspondences, manual here, will be done 
according to the UMLS semantic types for the ter-
minologies included in it such as in (Mougin et 
al, 2011).
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Motivation and Objectives
Many genetic variants mediate changes in gene 
expression. Some studies observed that variation of 
gene expression between alleles is common, and 
this variation may contribute to human variability of 
several traits (Lo et al, 2003, Main et al.,2009). 

Next-generation sequencing (NGS) provides 
robust, comparable and highly informative ex-
pression profiling data (Shendure et al., 2008), 
and is rapidly replacing microarray methods in 
gene-expression (GE) studies (Wold et al., 2008, 
Wang et al., 2009). In contrast to microarrays, 
NGS expression profiling is based on sequenc-
ing and counting fragments of mRNA (Feng et 
al., 2010, van Iterson et al, 2009). The goal of our 
study is to develop a statistical framework aiming 
to measure and detect allele-specific GE differ-
ences from global GE experiments conducted 
using NGS technology.

Methods
We developed a statistical method for identifi-
cation of allele-specific differential expression 
(ASDE). The method is based on the likelihood 
estimation of the observed data depending on 
the parameter Θ. Assuming that each polymor-
phism biallelic locus presents the alleles A1 and 
A2 we define Θ as A1/(A1+A2). Therefore Θ ranges 
from 0 to 1, and the expected value in the case 
of a fair expression of the two alleles is Θ = 0.5 
whilst values departing from 0.5 indicate that 
one allele is more expressed than the other. The 
likelihood function (L) is based on the binomial 
model and depends on the Θ value as follows: 
L(Θ) = k * [(θ)A1 * (1–Θ)A2] where k is constant of 
proportionality (k>0). The hypothesis of Θ ≠ 0.5 
(i.e. ASDE) can be easily compared with the null 
hypothesis of Θ = 0.5 (i.e. the two alleles, A1 and 
A2, present the same expression value) through 

a Likelihood Ratio Test (LRT): LRT= -2 * ln( L(Θ=0.5) / 
L(tested-Θ) ). The LRT from different samples can be 
summed up to a combined-LRT value that express-
es the overall support of the model tested at Θ val-
ue that maximizes the likelihood function. Therefore 
the LRT can be used to test different ASDE models 
on the available data. The arbitrary threshold of LRT 
> 600 was used to detect ASDE loci.

NGS expression data have been obtained us-
ing a pipeline (quality control, alignment, SNP de-
tection and read count) of computer programs 
that has been developed in our laboratory. 

The following software have been used: bow-
tie (Langmead B et al.,2012) and samtools (Li et 
al., 2009). The reference sequence of the human 
genome GRCh37 was used.

Only heterozygous single nucleotide poly-
morphisms (SNPs) were selected for the following 
analysis, defined as SNPs with a coverage of at 
least 10 reads for each allele. 

LRT was then applied to the data results of 
each sample. 

Currently we performed the analysis on a total 
of 7 mantle cell lymphoma libraries (MCL)(Pighi 
et al., 2011). One-hundred (100) base-pair (bp) 
sequence paired-end reads were generated for 
each sample using an Illumina sequencer Hi-
seq-1000. The average coverage was 10.4. 

Results and Discussion
On average, the MCL cohort (7 samples) 
contained nearly 70,000 heterozygous sites. 
Preliminary results suggested 501 ASDE loci of which 
470 showed a 0< Θ <0.05. We did not observed 
ASDE loci for 0.20< Θ <0.80. 

We plan to estimate a reliable threshold of LRT 
across the entire trancriptome of several samples by 
simulation studies. We shall also study in more detail 
if the suggested ASDE loci showing a Θ < 0.05 (or a 
Θ > 0.95) are true ASDE loci or NGS artifacts. 





 EMBnet.journal 18.B PostErs 131

The method will be extended to compare 
the Θ values (ASDE status) among groups of in-
dividuals (i.e. cases versus controls). The molecu-
lar analysis will be extended to additional sam-
ples including leukemia (Iacobucci et al., 2012), 
heart and skeletal muscle cells as well as lym-
phoblastoid cell libraries of individuals suffering 
from Autism Spectrum Disorders (ASD)(Prandini et 
al.,2012) . We developed a method able to de-
tect ASDE loci from global gene expression NSG 
data. One of the features of this method is that it 
can easily measure the degree of ASDE through 
the parameter Θ. The method may also be ap-
plied to cancer research because an apparent 
ASDE locus might underlie the expression of a re-
duced amount of mutated cancer cells. 

In conclusion we are developing a method 
for integration of information on allele variation 
with gene expression. This could increase our 
knowledge of hereditary factors involved in regu-
latory systems of gene expression.
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Motivation and Objectives
Understanding the real developmental stage 
of reprogrammed stem cells is still a demand-
ing task for researchers in regenerative medi-
cine. In fact, developmental biology is in need 
of methods that would accurately predict the 
developmental stage reached by cells cultured 
in non standard conditions, such as the induced 
Pluripotent Stem Cells (iPSCs). Bioinformatics ap-
proaches would be extremely useful for assess-
ing the pluripotency status of the cells, and thus, 
their potential use in the clinics for repairing mal-
functioning tissues and organs. 

To this aim, several works have recently dem-
onstrated the utility of applying dimensionality re-
duction techniques to genome wide expression 
data (Aiba et al, 2009). As we have shown (Zagar 
et al, 2011), these methods can be successfully 
used to predict the developmental stage of cells 
by mapping their transcriptional profile to a one-
dimensional ruler, that we named differentiation 
scale. The proposed approach was also useful for 
identifying reduced subsets of genes that drive 
each developmental stage (Mulas et al, 2012).

A crucial issue in this field is the integration 
of the findings extracted from the data with the 
available knowledge coming from biological 
databases. For instance, genes that are sur-
rounded by a high number of selected genes 
in the protein-protein interaction networks should 
be included in the analysis (Nitsch et al, 2010). 
In this work, we developed a network-based 
pipeline for analyzing temporal gene expression 
data coming from embryonic stem cells differ-
entiation. The results highlighted the transcrip-
tional changes occurring during development 
and allowed identifying known markers as well 
as novel gene candidates potentially involved in 
the regulation of stem cell differentiation.

Methods
Stem cell differentiation is characterized by an 
intense transcription activity where a number of 
transcription factors regulates the gene expres-
sion of specific targets (Zagar et al., 2011). These 

transcriptional changes can be observed by 
analyzing the genome-wide expression profiles 
of m genes at n different samples along differen-
tiation. Principal Component Analysis (PCA) may 
be used to assign a real number p(s) to a sam-
ple s based on its expression profile. The result of 
this inference is a set of real numbers that can 
be placed in a 1D ruler, the differentiation scale. 
To construct a more robust predictive model, we 
combined the expression values from six data 
sets on embryonic stem cells differentiation pro-
vided by Gene Expression Omnibus with a me-
ta-analysis method named Merging. Thanks to 
this approach, we obtained an integrated scale 
where a new uncharacterized sample can be 
projected to uncover its real stage of develop-
ment with respect to the normal dynamics.
Reduced subsets of genes specifically activated 
in different stages of differentiation were identi-
fied by means of a novel gene selection proce-
dure that assigns to each gene a score propor-
tional to its PCA-inferred weight in the stage s and 
its expression value. 

In order to obtain a complete picture of the 
gene transcription in each stage, we exploited 
the biological knowledge available through the 
STRING database (Szklarczyk et al., 2011). STRING 
imports and combines data gathered from 
heterogeneous sources to provide information 
about known and predicted protein-protein as-
sociations. A confidence score is also assigned 
to each predicted association. 

In this work, we developed and analyzed a 
set of STRING-based networks, one for each 
stage of development, by applying the following 
procedure:

1. Network building. For each stage-specific 
list of genes, we mapped the gene symbols to 
their corresponding protein ids provided by the 
UNIPROT database. This step allowed retrieving 
the protein associations predicted by STRING, 
that we used to build a set of gene networks. A 
pair of genes in each network was connected if 
the confidence score of their proteins association 
in STRING exceeded a selected global threshold.
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2. Topological analysis. The developmental 
stages measured in the considered experiments 
were grouped into three phases according to 
the clusters of projections that we observed in 
the differentiation scale. We analyzed the simi-
larity of the networks obtained for each phase in 
terms of their topological properties. First, in order 
to take into account the number of common 
gene links in the networks, we computed the me-
dian jaccard index between networks of different 
phases. Moreover, to quantitatively characterize 
the importance of the nodes in our networks, we 
considered a topological index known as be-
tweenness centrality. This measure is defined as 
the number of shortest paths that go through a 
considered node, and represents the influence 
of that node in the flow of information within the 
network. Nodes with a high betweenness typi-
cally make possible the communications in the 
network among clusters of nodes characterized 
by high internal connectivity. The betweenness 
values of the genes present in each phase were 
used to compare the different developmental 
phases and to identify the most relevant genes 
in each network.

3. Biological analysis. The expanded lists of 
genes obtained with STRING were further ana-
lyzed in light of the knowledge on developmen-
tal processes reported in the literature. Different 
works have recently pointed out the existence of 
a set of specific genes that are responsible for a 
particular pluripotency status of the cell (Zuccotti 
et al., 2011). First, in order to evaluate the effect 
of the network-based procedure on the gene se-
lection, we compared the list of genes retrieved 
with our approach with the known markers.

The analysis then focused on identifying the 
most biologically significant genes for each dif-
ferentiation phase. The importance of a gene in 
a developmental stage is represented by its role 
in the transcriptional regulatory circuitry of the 
process and is best quantified by its between-
ness centrality value. We therefore looked for sets 
of significant genes among the bottlenecks of 
the developed networks. Phase-specific impor-
tant genes were identified applying a selection 
procedure based on a global threshold value. 
For each phase, we determined a list of charac-
terizing genes by extracting those that were con-
tained in more than the 60% of the total number 
of networks present in the phase. All genes in-
cluded in at least one phase-specific list were 

assigned the median of all their betweenness 
centrality values. We then considered the distri-
bution of such median values and computed 
the 95th percentile, which was assumed as the 
threshold. Finally, from each phase-specific 
gene list all genes whose betweenness central-
ity value exceeded the threshold were extracted.

Results and Discussion
TThe results of the presented procedure con-
firmed that a transcriptional wave is active dur-
ing differentiation and influences the topological 
properties of the networks. While the analysis of 
the Jaccard index showed no significant phase 
characterization in terms of common edges, a 
phase comparison based on betweenness simi-
larity highlighted instead a distance between the 
first phase and the last stages (Table1). 

The biological analysis, i.e. the study of the 
expanded lists of genes in light of knowledge 
on developmental processes reported in the lit-
erature, identified 53 known markers included in 
at least one network. In particular, a number of 
known key genes retrieved with this method, such 
as Pou5f1, Nanog, Klf4, Sox2, were not previously 
selected by the data-driven procedure based 
on their expression profiles. This result confirmed 
how network-based approaches can integrate 
experimental findings contributing to the identifi-
cation of significant genes, whose importance is 
due to the crucial role they play in the regulation 
of the global network.

Gene characterization based on between-
ness centrality selected a higher number of 
genes (24) in the first phase if compared to the 
others (11 and 9 genes for the second and the 
last phase, respectively), confirming a distinction 
of the early stages, where the majority of tran-
scriptional changes are known to occur. Known 
markers as well as novel yet uncharacterized 
genes were identified. Starting from these results, 
future experiments will be focused on the ap-
plication of network-based prioritization proce-
dures, that would help to automatically retrieve 
the most significant genes in the networks.

Phases 1:2 1:3 2:3

Jaccard 0,78 0,8 0,75

Betweenness 0,58 0,58 0,91

Table1: Topological similarity of the networks for the three 
phases of differentiation.
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Motivation and Objectives
A common denominator for all applications 
of New Generation Sequencing technology is 
the need to annotate genomic regions of inter-
est. Tools such as Galaxy (Giardine et al., 2005), 
CisGenome (Ji et al., 2008), or the Bioconductor 
ChIPpeakAnno package (Zhu et al., 2010) have 
been published to perform this task. However, 
using these tools often requires a significant 
amount of bioinformatics skills and/or download-
ing and installing dedicated software. A widely 
accepted, web-based annotation tool available 
to bioinformaticians and biologists with widely 
varying skill levels is not available. Here we pre-
sent AnnotateGenomicRegions, a web applica-
tion that accepts genomic regions as input and 
outputs overlapping and/or neighboring genome 
annotations chosen on a simple web-form. 

Genomic data sets are diverse. However, a 
common denominator of all studies is the pos-
sibility to represent the data as a set of genomic 
regions identified by “chromosome name : start 
base - end base”, followed by some quantitative or 
qualitative measure characteristic of the data set. 
This data format is also used by genome browsers 
to display known genome features and is called 
browser embedded format (.bed). Therefore, the 
most straight-forward way of annotating a genom-
ic data set is based on using genomic regions of 
interest as genome browser queries.

Tools performing this task have been devel-
oped in the past. For example, a bioinformatician 
with programming skills may use the EnsEMBL core 
API or the Bioconductor ChIPpeakAnno package. 
Slightly less demanding is the use CisGenome or 
Galaxy. All of these options require considerable 
programming skills, the download of dedicated 
software, or both. A simple web tool that accepts 
genomic regions as input and outputs annota-
tions in a format ready to be pasted into an Excel 
sheet is, to the best of our knowledge, not avail-
able. Here we address this need by presenting 
AnnotateGenomicRegions. 

AnnotateGenomicRegions is an open-source 
web application that can be installed on any com-
puter running the Glassfish web server. This might 

be a personal laptop or an institute’s Linux cluster. 
AnnotateGenomicRegions is available at: http://
bioserver.iit.ieo.eu/AnnotateGenomicRegions

Methods
AnnotateGenomicRegions uses a set of simple 
Java servlets to process the annotation queries 
and returns the annotations as zipped, tab-
delimited tables. It has been developed using 
Java Enterprise technology on the NetBeans 
6.9 Integrated Development Environment and 
the Glassfish version 3 web server. This choice is 
motivated by the better scalability and portabil-
ity of Java Enterprise as opposed to common 
gateway interface based web applications. 
AnnotateGenomicRegions is a Sourceforge pro-
ject and can be downloaded from http://source-
forge.net/projects/annotatelocus/ along with de-
tailed descriptions of input and output formats. 

Results and Discussion
The design of AnnotateGenomicRegions is 
based a few simple requirements: 
1. Genomic regions shall be used as input  

query. 
2. The output shall be pastable into an Excel  

table.
3. The application shall be web-based.
4. No programming skills required to use the  

application.
5. It must be fast enough to annotate hundreds 

of thousands of genomic regions within  
seconds

The steps to be followed by the user to annotate 
his/her data are: on the “Annotate” pane (Figure 1 
A) choose the genome, choose the desired fea-
tures for annotation and whether the feature shall 
be overlapping and/or neighboring the query 
regions, paste or upload the query regions, and 
finally submit the query. The results of an annota-
tion query are displayed in tabular form (Figure 1 
B). The results can be downloaded in zip format 
and pasted into an Excel spreadsheet. 

For non-standard annotations, a “CUSTOM” 
menu option has been provided. Here, the user 

http://bioserver.iit.ieo.eu/AnnotateGenomicRegions
http://bioserver.iit.ieo.eu/AnnotateGenomicRegions
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can upload an annotation file in bed format 
along with the queries. The user chooses the 
number of desired annotation files, browses to 
the local files with the annotations, specifies the 
column numbers for chromosome, start, end, 
and annotation name, and chooses whether 
overlap or neighbors queries are desired. When 
submitting the queries, the annotations will be 
uploaded to the server, processed for fast an-
notation, and annotations will be provided as a 
zipped output file. Distances can be calculated 
using the “DISTANCE” pane. The annotations 
used for distance calculations must be provided 
by the user including strand information. 

Design criterion 5 regards the speed and the 
scaling of the application. Without going into too 
much detail, the core of the application is locat-
ed in a Java class called Query. This class ensures 
that both the query regions and the annotations 
of interest are sorted first by chromosome and 
then by start position. For each chromosome, a 
separate Hashtable object is created that holds 
the query regions sorted by start position in an 
ArrayList. Similar Hashtables are created for each 
annotation. Then, auxiliary Hashtables are gen-
erated that make sure that querying a chromo-

somal region in the vicinity of a previous query 
does not result in searching a region that has 
already been searched by the previous query, 
which is guaranteed to have a start position 
smaller than or equal to the start position of the 
current query. The Query class performs searches 
for hundreds of thousands of query regions and 
tens of annotations in a matter of seconds and 
the scaling with the number of query regions or 
the size of annotation files is linear.

ChIP-Seq analysis tools have been devel-
oped that comprise functional annotation, for 
example CisGenome, W-ChIPeaks, Sole-Search, 
or CASSys (Ji et al., 2008; Blahnik et al., 2010; Lan 
et al., 2011; Alawi et al., 2011). These tools are fo-
cusing on the identification of enriched regions 
in ChIP-Seq experiments and annotation of 
genomic regions is provided as a side-aspect. 
Therefore, using these tools for annotation pur-
poses only is cumbersome. Command-line tools 
such as BEDtools (Quinlan and Hall, 2010) are 
extremely powerful at identifying overlapping 
regions in two bed formatted files. But being 
command-line tools, they are off-limits for most 
biologists. The same is true for the BioConductor 
ChIPpeakAnno package (Zhu, 2010). Tools such 
as the EnsEMBL Ruby API ( Strozzi and Aerts, 2011) 
require considerable programming skills, which 
precludes widespread use by biologists. 

Galaxy (Giardine et al., 2005) is a sophisticat-
ed web-based suite of genome analysis tools 

Figure 1: Screenshot of AnnotateGenomicRegions. 
A) Annotation pane. B) output example
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that can also perform annotation of genomic 
regions as part of the “Operate on Genomic 
Intervals” menu option. It is an expert tool that 
requires some familiarity. The option “Fetch clos-
est non-overlapping feature” will find annotations 
that have been defined as “neighbors” in this 
work. The file defining the neighbors must be up-
loaded along with the query regions. No default 
annotations for neighbor fetching are provided. 
Only one annotation can be fetched at the time. 
Identification of overlapping features requires the 
use of a different menu option (“Intersect”). In 
contrast to AnnotateGenomicRegions, none of 
the above mentioned tools can be used easily 
by non-experts..
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Motivation and Objectives
In genotyping analysis often researchers need to 
merge together genetic datasets coming from 
different genotyping platforms that use different 
sets of Single Nucleotide Polymorphisms (SNPs) to 
represent genetic polymorphisms. In order to do 
this, it is necessary to know the exact position of a 
SNP in a chromosome and update this informa-
tion when new builds of the reference genome 
are available.

In this work, we present G-SNPM (GPU SNP 
Mapping) a GPU-based tool to map SNPs on a 
genome.

Methods
G-SNPM is a tool that maps a short sequence 
(read) representative of a SNP against a refer-
ence DNA sequence in order to find the absolute 
position of the SNP in that sequence.

Several tools have been devised to perform 
short-read mapping. Without aiming to be ex-
haustive, we can cite some solutions: MAQ (Li and 
Durbin, 2008), RMAP (Smith et al., 2008; Smith et 
al., 2009), Bowtie (Langmead et al., 2009), BWA 
(Li and Durbin, 2009), CloudBurst (Schatz, 2009), 
and SHRiMP (Rumble et al., 2009). A compara-
tive study aimed at assessing the accuracy and 
the runtime performance of six state-of-the-art 
next-generation sequencing read alignment 
tools (Ruffalo et al., 2011) highlighted that among 
all SOAPv2 (Li et al., 2009) is the one that shows 
the higher accuracy.

Recently, it has been proposed SOAPv3 (Liu et 
al., 2012) the GPU-based evolution of the SOAPv2 
aligner. Experimental results shown that SOAPv3 

outperforms notably both BWA and Bowtie. When 
tested to align millions of 100-bp read pairs to 
the human genome it resulted at least 7.5 times 
faster than BWA, and 20 times faster than Bowtie. 
Moreover, SOAPv3 that not exploits heuristics is 
able to align correctly slightly more reads than 
BWA and Bowtie. The current release of SOAPv3 
supports alignments with up to four mismatches 
while it does not support indels. 

In G-SNPM each SNP is mapped on its relat-
ed chromosome by means an automatic three 
stage pipeline. In the first stage, G-SNPM uses 
SOAPv3 to parallel align on a reference chromo-
some its related reads representative of a SNP. 
Due to the fact that SOAPv3 does not support in-
dels, it might not be able to align some reads. 
Then, in the second stage G-SNPM uses another 
short-read mapping tool to align the unmapped 
reads. In particular, in this stage it is used SHRiMP 
which exploits specialized vector computing 
hardware to speed-up the dynamic program-
ming algorithm of Smith-Waterman. Finally, in 
the third stage, G-SNPM analyses the alignments 
of the reads mapped by SOAPv3 and SHRiMP 
to calculate the absolute position of each SNP. 
An output file is generated which for each SNP 
reports its name, the related chromosome, the 
original SNP position, and the mapped SNP posi-
tion. Moreover, information about the alignment 
as the strand, number of mismatches, and indels 
are also provided (see Figure 1).

In G-SNPM reference DNA sequences are ac-
cepted in standard FASTA format, whereas SNPs 
must be represented through two files: a FASTA 
file with the representative reads of the SNPs, and 

Figure 1: Screenshot of the generated output file.
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another flat file with information about the SNP, 
in particular the original absolute SNP position 
and its alleles. Currently, automatic generation 
of these files is provided for SNP probes of the 
Illumina Chip. G-SNPM analyses Illumina files to 
automatically generate the previous described 
files for each chromosome. 

Results and Discussion
The tool has been tested in the problem of re-
mapping all the SNP probes of the Illumina Chip 
HumanOmni 1S (version 1), in order to find the 
map positions of each SNP in the build 37.3 of 
the refseq.

To assess the performance of G-SNPM we 
compared its performance with those obtained 
by mapping the same SNPs with the state-of-the-
art short-read mapping tool BWA. Experimental 
results shown that in the task of mapping around 
1.2 million of SNPs BWA has been unable to map 
55 SNPs (maximum edit distance 4% and up to 
two gap opening), whereas G-SNPM mapped 
correctly all SNPs. In particular, 178 SNPs has 
been mapped with SHRiMP in the second stage 
of the pipeline. 

Results shown that BWA has been able to map 
more reads than SOAPv3. Since SOAPv3 does not 
support indels, it might be unable to align some 
reads. However, it should be pointed out that dif-
ferently that SOAPv3, BWA is designed not to miss 
any potential alignment resulting in many incor-
rect mapped reads (Ruffalo et al., 2011).

Currently, G-SNPM runs on linux and it is 
freely available as a standalone applica-
tion at the address http://www.itb.cnr.it/web/
bioinformatics/g-snpm . 

To use G-SNPM is required a computer 
equipped with a CUDA enabled GPU card based 
on the Fermi architecture. We assessed G-SNPM 
with a NVIDIA GeForce GTX 480 card.
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Motivation and Objectives
The fast-evolving scenario of Next Generation 
Sequencing (NGS) technologies caused an in-
creasing demand of ready-to-use, costless and 
computationally powerful analysis systems, that 
could both represent a straightforward way to 
analyze huge amounts of data and offer a set 
of well assessed protocols to guide the user into 
an extensive landscape of different standards. 
In this session, I will present a simple tool called 
Hierarchical Assisted Resequencing Platform 
(HARP). HARP is an integrated NGS analysis plat-
form, oriented especially towards resequencing 
experiments. HARP features allow the user to cre-
ate personalized resequencing pipelines, using 
different tools and simplifying their usage and 
tuning; lead multiple projects at the same time; 
produce, manipulate, analyze and store data; a 
user-friendly interface, and finally create graphs, 
reports and benchmark protocols to assess the 
final results. Many general purpose platforms, 
such as Crossbow (Langmead et al. 2009), 
CloudBurst (Shatz 2009) or Galaxy (Goecks et al. 
2010), have been successfully created, providing 
instruments for computationally intensive analy-
ses directly on internet, without the need of huge 
hardware facilities. HARP has been prepared with 
the same purposes, but with the final goal of pro-
viding a risk evaluation parameter connected 
with the clinical and personal genetic profile of 
breast cancer affected patients.

Methods
HARP is almost completely implemented in 
Python (http://www.python.org/, last accessed on 
22/09/2012) and Biopython http://biopython.org/
wiki/Main _ Page (last accessed on 22/09/2012), 
with a minor part of code written in _ Bash (http://
www.gnu.org/software/bash/, last accessed on 
22/09/2012) and R http://www.r-project.org/. A set 
of internal Python scripts has been used to create 
the HARP core. The core is composed by func-
tions for environment management, format con-
version, data pre-processing and wrappers for a 
set of third-party dependencies. Bash scripts has 

been used for sanity check, while R for statistics 
and graphics creation.

HARP interface has a modular structure, in 
which each module is presented to the user as 
a different menu, i.e. an independent task man-
ager. In addition, there is a panel called experi-
ment design. The experiment design manager 
allow the user to create personalized pipelines 
employing and interact with the whole HARP 
functionalities, by adjusting a relatively low num-
ber of basic parameters.

Third-party software include: Fastx toolkit http://
hannonlab.cshl.edu/fastx _ toolkit/, last accessed 
on 22/09/2012), for some data cleaning and ma-
nipulation procedure; SMALT http://www.sanger.
ac.uk/resources/software/smalt/, last accessed 
on 22/09/2012), for reference-based alignments; 
Samtools http://samtools.sourceforge.net/, last 
accessed on 22/09/2012), to call variants; and 
finally the simulation tools set called ART http://
www.niehs.nih.gov/research/resources/software/
biostatistics/art/, last accessed on 22/09/2012), 
to perform results benchmarking. The different 
dependencies has been chosen regarding at 
different characteristics: the capability of work-
ing correctly with the main NGS standards, i.e.: 
fastq, SFF, SAM, BAM, BCF, VCF; the possibility of 
analyzing data from different experiments, e.g.: 
single-end or paired-end libraries; flexibility for 
different purposes, such as whole genome re-
sequencing, amplicon resequencing or exome 
sequencing; and finally a straightforward usage. 

Results and Discussion
In the table below are reported the results of a 
test analysis performed on a multiplexed sam-
ple, containing BRCA1/2 sequences from se-
ven patients affected by breast cancer (BC). All 
these patients presented at least one BC variant. 
Specificity is expressed as the number of verified 
variants (i.e. the variants present in dbSNP) over 
the number of detected variants.

The risk assessment tool has been developed 
in R, but currently is not tested due to delays in ob-
taining real clinical data. However, the HARP risk 
assessment tool is an implementation of the Gail 
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Table 1: example of test analysis. This table shows the results of a test performed on an SFF file produced by a multiplexed 
sequencing experiment with a 454 GS Junior instrument (MID stands for Multiplex ID). The table reports all the detected vari-
ants, all those found in dbSNP, those variants that failed the quality check (QC) and the BC-related variants. The specificity is 
expressed as the ratio between the verified variants (i.e. present in dbSNP) over all the detected ones. Among these patients, 
only MID4 presents a novel variant (an indel), with unknown relation with BC.

MID All variants dbSNP QC-failed BC SNPs Specificity

2 9 7 2 1 77.78%

3 8 8 0 2 100%

4 6 5 0 1 83.33%

5 15 15 0 5 100%

6 16 16 0 4 100%

7 9 9 0 2 100%

8 9 9 0 3 100%

model for absolute risk evaluation, that is a para-
metric model based on a series of clinical pa-
rameters, that can be enhanced using genome 
information (Gail et al. 1989; Gail 2009). The limi-
tation in using such parametric approaches is 
the low discriminatory accuracy achieved, that 
is around 63% when genome information is in-
cluded (Gail 2010). 

Currently, HARP interface is still not available 
on the web, but a command-line version of 
HARP, called Breast Cancer risk Pipeline (BCP), is 
available for testing on Sourceforge, at https://
sourceforge.net/projects/bcpipeline/.
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Motivation and Objectives
MicroRNAs (miRNAs) are key modulators of gene 
expression. In addition to their recognised role in 
embryonic and adult cell proliferation and differ-
entiation (Ren et al., 2009), many recent studies 
on diverse types of human cancer have dem-
onstrated that miRNAs are functionally integrated 
into those oncogenic pathways that are central 
to tumorogenesis (Olive et al., 2010). Although 
microarray profiling and next generation se-
quencing technologies have allowed research-
ers to discover much of their structural and func-
tional features as well as many new miRNAs, the 
current challenge is to understand their specific 
biological functions and mechanisms through 
which they are able to ensure cell homeostasis 
and to control developmental timing and can-
cer progression. This is not a trivial task because 
the post-transcriptional regulation of gene ex-
pression mediated by miRNAs is rarely resolved 
by a simple one-to-one interaction between 
a miRNA and a target gene. It is much more 
complex, often involving multiple binding of the 
same miRNA and/or of different miRNAs in a co-
operative manner. The combinatorial effects of 
different miRNAs on the same gene, or on dif-
ferent genes of the same pathway, is an essen-
tial part of the mechanism through which they 
are able to fine-tune signaling pathways (Inui et 
al., 2010). Indeed, the effect of a miRNA may 
change depending on which other miRNAs are 
co-expressed or silenced, which in turn depends 
on the specific context in which the cell, the tis-
sue or the organism is considered. This makes the 
interpretation of miRNAs expression profile really 
difficult and a mere analysis of the list of differ-
entially expressed genes cannot provide enough 
information to elucidate the multiplicity of poten-
tial miRNA:mRNA interactions. In this context, the 
exploitation of data mining techniques, and in 
particular of biclustering algorithms, is consid-
ered as a useful approach to search the correla-
tions among miRNAs and mRNAs. However, as 
each miRNA may target hundreds of genes, the 

selection of the most significant results for further 
experimental validations still remains a challeng-
ing task for many biologists. 

The proposed method, which is implemented 
in the system HOCCLUS2, has been designed to 
analyse data of miRNA:mRNA interactions (de-
rived from expression arrays or from large sets of 
predictions) in order to detect significant co-regu-
latory partnerships. In particular, the aim is to pro-
vide the biologists with a tool which can support 
them in two challenging tasks, that is, the detec-
tion of actual miRNAs target genes and the iden-
tification of the context-specific co-associations 
of different miRNAs. A further contribution to the 
considered research consists in the ranking of the 
extracted biclusters on the basis of the semantic 
similarity between the target genes, which allows 
the biologists to easily select the most significant 
results, from a biological view point.
Availability: http://www.di.uniba.it/~ceci/micFiles/
systems/HOCCLUS2/index.html

Methods
HOCCLUS2 exploits and integrates multiple re-
sources. In particular: i) a novel biclustering algo-
rithm specifically designed for the task in hand; 
ii) existing SVM-based classification algorithms; iii) 
large sets of validated or predicted miRNA:mRNA 
interactions; iv) gene classification ontologies (i.e. 
Gene Ontology) (Ashburner et al., 2000).

The analysis of miRNA:mRNA interactions con-
sists of three steps: 
1. the extraction of a set of non-hierarchically 

organised biclusters in form of bicliques;
2. an iterative process in which, at each itera-

tion, two operations are performed: i) overlap 
identification, in which miRNAs or mRNAs be-
longing to a bicluster can be added to an-
other bicluster, by exploiting an SVM-based 
classification algorithm; ii) merging, in which 
biclusters are merged when some (distance- 
and density-based) heuristic criteria are satis-
fied. Merging implicitly defines a hierarchy of 
clusters; 

http://www.di.uniba.it/~ceci/micFiles/systems/HOCCLUS2/index.html
http://www.di.uniba.it/~ceci/micFiles/systems/HOCCLUS2/index.html
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3. a ranking of the extracted biclusters. Ranking 
is performed on the basis of the p-values ob-
tained by the Student’s T-Test through which 
we compare the intra- and inter- functional 
similarity of miRNA targets. The similarities be-
tween miRNA targets (belonging to the same 
and to different biclusters, respectively) are 
pairwise computed according to a semantic 
similarity measure which takes into account 
the gene classification provided in GO.

Results and Discussion
In order to identify miRNA:mRNA meaningful in-
teractions, HOCCLUS2 has been specifically de-
signed to identify biclusters which are: 
• possibly overlapping, since mRNAs and miR-

NAs can be involved in multiple regulatory 
networks. Ignoring this aspect would lead to 
the identification of incomplete interaction 
networks; 

• hierarchically organised. A hierarchical ar-
rangement facilitates the biological interpre-
tation of results, even when a high number of 
biclusters is extracted from large datasets of 
miRNA:mRNA interactions. More importantly, 
this allows us to exploit the intrinsic hierarchi-
cal organisation of miRNAs, where it is possi-
ble to distinguish among miRNAs involved in 
many signaling pathways (universe miRNAs) 
and pathway-specific miRNAs (intra-pathway 
miRNAs) (Shirdel et al., 2011); 

• highly cohesive. This means that miRNAs and 
mRNAs in the same bicluster should be highly 
related and show (only) reliable interactions. 

The results reported in this paper are referred to 
the application of HOCCLUS2 on miRTarBase 
(Hsu et al., 2011) and mirDIP (Shirdel et al., 2011) 
selected datasets. 

By comparing the results of HOCCLUS2 with 
those of other biclustering algorithms we have 
verified that HOCCLUS2 performs significantly 
better in terms of biclusters cohesiveness, inter-
pretability of the results (thanks to the hierarchical 
organisation) and biological significance of the 
extracted biclusters (according to the statistical 
test on GO). 

We have found confirmation of multiple 
miRNAs co-associations in experimental re-
sults reported in the current literature for many 
of the most significant biclusters produced by 
HOCCLUS2. Moreover, mRNAs in these biclus-
ters are significantly enriched in the same or 

related pathways (Reactome mapping and 
over-representation statistical analysis) (Haw 
et al., 2011). Much importantly, we have also 
identified potential miRNAs combinatorial as-
sociations (likely context-specific) and specific 
miRNA targets (potential new target genes) not 
yet reported in the literature and that well cor-
relate with existing functional hypothesis. These 
results suggest that the proposed method is ap-
propriate to easily identify meaningful biologi-
cal correlations otherwise impossible to discover 
because of the huge amount of data to deal 
with. Indeed, the amount of data produced by 
experimental approaches, if from one hand pro-
vides an invaluable resource, on the other hand 
requires complex and exhausting procedures for 
their analysis. Searching for the target genes of a 
miRNA in miRTarBase or in miRDip, or in any other 
similar database, returns thousands of potential 
targets and to correlate these results to those of 
other co-expressed miRNAs is a very complex 
task. Such a type of analysis may greatly benefit 
by the application of HOCCLUS2 because of its 
ability to extract and rank biologically significant 
interaction networks. Furthermore, the possibility 
to dissect functional components (miRNAs and 
target genes) of biclusters at higher level of the 
hierarchy in smaller co-regulative units (biclusters 
at lower levels of the hierarchy), provides the key 
for the interpretation of multiple and diverse co-
associations of specific miRNAs which could be 
responsible for their context-dependent activity. 
These data are almost impossible to obtain by 
other biclustering algorithms (Caldas and Kaski, 
2010; Yoon and De Micheli 2005; Prelic et al., 
2006; Cheng and Church, 2000; Deodhar et 
al., 2000) and, at our knowledge, no similar ap-
proaches have been developed and applied in 
the miRNAs research domain. 

The HOCCLUS2 software, the user manual, all 
the datasets and detailed results are available 
from the HOCCLUS2 web site. HOCCLUS2 is cur-
rently available as a stand-alone software. The 
results are available in textual format and can be 
used for searching significant miRNA co-associa-
tions in biclusters as well as specific miRNAs gene 
targeting. A web-based tool for the analysis of 
a given set of miRNAs (or mRNAs) which renders 
biclusters obtained by HOCCLUS2 is under devel-
opment. A further improvement envisages the in-
tegration of gene related pathways information 
from Reactome. 
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Motivation and Objectives
The University of Pavia (UNIPV) and the IRCCS 
Fondazione Salvatore Maugeri hospital (FSM) in 
Pavia have recently started an information tech-
nology initiative to support clinical research in 
oncology called ONCO-i2b2. This project aims 
at supporting translational research in oncology 
and exploits the software solutions implemented 
by the Informatics for Integrating Biology and the 
Bedside (i2b2) research center. The ONCO-i2b2 
software is designed to integrate the i2b2 infra-
structure with the hospital information system, with 
the pathology unit and with a cancer biobank 
that manages both plasma and cancer tissue 
samples. Exploiting the medical concepts relat-
ed to each patient, we have developed a novel 
data mining procedure that allows researchers to 
easily identify patients similar to those found with 
the i2b2 query tool, so as to increase the number 
of patients, compared to the patient set directly 
retrieved by the query. This allows physicians to ob-
tain additional information that can support new 
insights in the study of tumors.

Methods
ONCO-i2b2 is based on the software developed 
by the Informatics for Integrating Biology and the 
Bedside (i2b2) research center. I2b2 has delivered 
an open source suite centered on a data ware-
house, which is efficiently queried to find sets of 
interesting patients through a query tool interface.

The ONCO-i2b2 system gathers data from 
the FSM pathology unit (PU) database and from 
the hospital biobank, and integrates them with 
clinical information from the hospital information 
system (HIS).

One of the main functionalities of the ONCO-
i2b2 project is related to the ability of gathering 
data about patients and samples, collected 
during the day-to-day activities of the Oncology 
I department of the FSM. ONCO-i2b2 also makes 
these data available for research purposes in an 

easy, secure and de-identified way. When a pa-
tient is hospitalized, he/she is invited to sign an 
informed consent to make available for research 
the samples, specimens and data collected for 
clinical purposes. Specimens obtained surgically 
are first analyzed by the pathologists of the PU, 
who may decide to send the specimens ex-
ceeding their expertise (together with the signed 
informed consent) to the laboratory of experi-
mental oncology. The next step consists in the 
biobank storage of bio-specimens. ONCO-i2b2 
is activated when a biopsy is performed to ob-
tain a detailed diagnosis, and a report is gener-
ated. The report contains the cancer diagnosis, 
including the cancer ‘stages’ and the size of the 
tumor. These pieces of information are extracted 
using a dedicated natural language processing 
(NLP) module and will be used as concepts for 
running queries within the i2b2 web client. During 
this phase the selected samples are de-identi-
fied through the use of a new barcode, which 
does not contain any direct information about 
the donor. 

At the same time the system integrates clini-
cal data automatically from the FSM HIS and 
matches this information to the biobank sam-
ples. This information is then stored in the i2b2 
Clinical Research Chart (CRC), the star schema 
data warehouse on which i2b2 is based. 

Within the ONCO-i2b2 project, a case-based 
reasoning procedure has been developed, in or-
der to allow researchers to enhance the patient 
selection process with an information retrieval 
procedure that uses the whole medical concept 
space related to a patient set to identify a group 
of similar patients. This functionality supports the 
extension of the original patient set obtained with 
the i2b2 query tool, and allows the extraction of 
the most similar patients to a specific patient on 
the basis of a set of variables.
At the current stage of the project we are mainly 
focused on the comparison between patients’ 

http://www.di.uniba.it/~ceci/micFiles/systems/HOCCLUS2/index.html
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clinical data and we are going to expand the CBR 
system to allow analysis based on heterogeneous 
(binary, nominal and continuous) variables. Binary 
variables refer to the presence/absence of dis-
eases or signs/symptoms. Nominal and continu-
ous variables, instead, represent discrete/continu-
ous values of clinical observations. 

Concerning binary variables, to calculate 
the distance between two patients we exploit 
the Unified Medical Language System (UMLS) 
Metathesaurus to model their relationship, in order 
to create a uniform structure that can be used to 
compare patients, based on a normalized layer. 
After a patient set has been retrieved using the 
i2b2 query tool, the procedure finds all concepts 
related to patients’ binary observations (disease, 
signs, symptoms) by means of an array contain-
ing UMLS concepts. Each concept is represented 
by its Concept Unique Identifier (CUI), a code that 
identifies concepts in the UMLS Metathesaurus, 
and by a boolean modifier, which indicates if 
the variable referring to the CUI is asserted or ne-
gated. The distance computed between cases 
exploits the semantic similarity between concepts 
in the UMLS ontology. For this reason we consider 
such a distance, a Semantic Distance (SD).

The CBR system we are developing com-
putes the distance between patients considering 
both SD and the Interpolated Value Difference 
Metric (IVDM) distance proposed by Wilson and 
Martinez (1997) designed to handle applications 
with nominal attributes, continuous attributes, or 
both. It combines the two distances to derive the 
distance between two patients on the basis of 
any combination of binary, nominal and con-
tinuous variables. The distance function for the 
Interpolated Value Difference Metric for an attri-
bute a on two patients x and y is defined as:

where ivdma is defined as:

Results and Discussion
In this phase of the project we have tested the 
accuracy of the IVDM metric using a specific 
dataset derived from the amount of cancer 
data the ONCO-i2b2 CRC contains. Data used 
in the test phase are related to breast cancer 
patients, classified by histopathological attrib-
utes and concerning cells receptor status: es-
trogen receptor (ER), progesterone receptor (PR) 
and HER2. Cells with or without these receptors 
are called ER positive (ER+), ER negative (ER-), 
PR positive (PR+), PR negative (PR-), HER2 positive 
(HER2+), and HER2 negative (HER2-). Cells with 
none of these receptors are called basal-like or 
triple negative (TN).

We used as Case Base a cohort of 300 pa-
tients, classified in Luminal A (ER+ and low grade), 
Luminal B (ER+ but often high grade) and TN and 
a set of 60 patents has been used to validate 
the IVDM method. Table 1 shows the results of the 
validation phase.

Class Similar patients 
found

Accuracy

Luminal A 12 60%

Luminal B 16 80%

Triple Negative 16 80%

Total 44 73%

The future step of this work consists in combining 
the SD with the IVDM in order to be able to han-
dle in the distance computation any kind of vari-
ables. The next effort will be to combine the two 
distances in a function that weights them through 
a coefficient λ to be defined in dependence on 
the relevance of the two set of variables as:

At this time the ONCO-i2b2 CRC contains 
the data of about 7,000 patients related to 
breast cancer diagnosis (about 600 of them 
have at least one biological sample in the can-
cer biobank), totaling about 50,000 visits and 
120,000 observations recorded using 960 con-
cepts. This very huge data set will represent a 
very relevant mean for validating our CBR sys-
tem. The patient retrieval time is in the order of a 

Table1: this table describes the accuracy of the IVDM meth-
od and the number of similar patients rightly predicted us-
ing a test set of 60 patients (20 cases for each class).



 EMBnet.journal 18.B PostErs 147

few seconds for patient sets up to 1000 patients. 
The performance decreases for larger patient 
sets. The implementation of such heterogene-
ous distance function we expect will enhance 
the i2b2 framework allowing the exploitation of 
the overall patient set for a most flexible patients 
retrieval from the ONCO-i2b2 CRC. Further evolu-
tions of the system are related to import clinical 
data coming from the ordinary medical activity 
like haematochemical or instrumental.
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Motivation and Objectives
Tissue engineering, the research field aimed at find-
ing high technological biomaterials able to restore, 
maintain, or improve tissue function, concentrates 
many efforts in the contest of bone and cartilage, 
due to their possible wide-spread clinical applica-
tions. The main target is the design of well perform-
ing scaffolds suitable to promote the development 
of natural tissue in implant conditions, without gen-
erating rejection and, hopefully, degrading in vivo 
at the same rate of tissue formation.

Concerning both bone and cartilage, one of 
the most important research aspects is determin-
ing the biochemical and topological factors that 
induce cell differentiation and tissue ingrowth. 
The scaffold material composition is crucial and 
many of them have been already tested, includ-
ing alginate (Duggal et al., 2009), collagen/chi-
tosan (Ravindran et al., 2012), polycaprolactone 
(PCL) and hydroxyapatite (HA) (Scaglione et al., 
2010), Poly-L-Lactide Acid (PLLA) (Ciapetti et al., 
2012), polymethylmethacrylate (Bombonato-
Prado et al., 2007), bioactive glasses (Leven et 
al., 2004), carbon nanotubes (Van der Zande et 
al., 2004), etc. 

To better evaluate material performance, 
the biomolecular characterization of the cellu-
lar response is becoming a common practice 
among researchers. Nonetheless, experimental 
data usually remain sparse in literature: the col-
lection of high-throughput gene expression pro-
files from samples on different materials could 
allow data comparisons and formulation of new 
hypotheses about the effectiveness of bone/car-
tilage substitute.

In this context authors extended the existing 
OsteoChondroDB database (Viti et al., 2012), 
which collects data and metadata from micro-
array gene expression of cells cultured in differ-
ent conditions onto diverse materials, and allows 
analyzing differentially expressed genes (DEG) 
from the available knowledge base.

Methods
The OsteoChondroDB relies on MySQL database, 
while the web interface has been developed 
using php and javascript technologies, and this 
improved version of the systems is based on the 
same infrastructure.

Manual research has been performed on 
papers containing biomolecular data about 
osteochondral tissue developed on different 
scaffolds. Data have been retrieved from known 
public repositories such as Gene Expression 
Omnibus (http://www.ncbi.nlm.nih.gov/geo/) and 
ArrayExpress (http://www.ebi.ac.uk/arrayexpress/), 
whenever experiments were available, or di-
rectly contacting papers authors. The amount of 
data produced in this field is new, scarce, and 
variegated, although the importance of biomo-
lecular aspects related to the tissue growth on 
materials can be of great importance to design 
improved scaffolds.

To exploit the available data in an integrated 
fashion, the strategy described by Kodama et al. 
(Kodama et al., 2012) appears useful, because 
it proposes a multi-species and multi-platform 
approach for gene expression microarray data 
meta-analysis. In this way, it is possible to in-
crease the number of evidences, by considering 
mouse and rat data together with human experi-
ments and by mixing different versions, brands 
and designs of microarray chips. The information 
mapping between species can be performed 
through AILUN system (Chen R et al., 2007), which 
converts ids of different platforms.

Results and discussion
A new section of the OsteoChondroDB (freely 
accessible to users at url: http://www.itb.cnr.it/
osteochondrogene/) has been created to main-
tain the collected information. The database is 
organized into tables containing the considered 
biomaterial types, the organism and the exploit-
ed cells, the array platforms, the PubMed identi-
fier of the paper, some notes about the experi-

http://www.di.uniba.it/~ceci/micFiles/systems/HOCCLUS2/index.html
http://www.ebi.ac.uk/arrayexpress/
http://www.itb.cnr.it/osteochondrogene/
http://www.itb.cnr.it/osteochondrogene/
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ment and the obtained results. Contextually, the 
database web interface has been extended to 
suitably visualize this new information. Collected 
experiments have been grouped according 
to the reference biomaterial, and metadata 
and data about experimental conditions can 
be browsed from the related section. Data are 
stored in the file-system and accessed through 
a link from the database web interface, while 
metadata are hosted in the database itself. Data 
retrieval is possible starting from array type, or-
ganism and biomaterial.

In order to infer new knowledge about mech-
anisms involved in bone and cartilage gen-
eration, a suitable pipeline (Figure 1) has been 
designed to mine knowledge from collected 
information. Microarray data, retrieved from dif-
ferent sources, are maintained into a single da-
tabase table, whose main fields are the name of 
the gene, and the expression value in each ex-
periment. Samples are grouped into treatments 
(diverse biomaterials) and controls, and inter-mi-
croarray normalization is performed on the basis 
of recognized housekeeping genes (de Jonge 
et al., 2007) that are preserved in each microar-
ray platform. The core of the strategy relies on 
the approach implemented by Kodama et al.: 
considering collected datasets as belonging to 

a single experiment, it produces an integrated 
model of genes expression values from which a 
selection of DEG can be statistically inferred.

Gene Ontology (GO) and Kyoto Encyclopedia 
of Genes and Genomes (KEGG) ontology have 
been exploited to annotate genes, and define 
the functional enrichment of the results set (on 
the basis of the hypergeometric distribution), in 
order to elucidate the mostly activated function-
al mechanisms involved in bone tissue genera-
tion according to each biomaterial.

Moreover, the database interface has been 
extended to perform data annotation. The 
OsteoChondroDB maintains many references 
related to bone and cartilage that can be eas-
ily exploited to annotate DEG with the collected 
knowledge base. A suitable interface has been 
developed to upload microarray results, to auto-
matically perform annotation and to retrieve the 
list enriched by one or more literature references 
for each DEG.

The OsteoChondroDB improvements dis-
cussed in this work offer users the possibility to 
access data that previously were sparse in litera-
ture, providing the possibility of statistically ana-
lyzing them in an integrated fashion. Two main 
features contribute to add value to the applica-
tion: the automatic annotation of osteochondro 

 Figure 1: Schema of the designed analysis pipeline.
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genes according to literature references, which 
improves the information about physiological 
pathways involved in the development of these 
tissues, and the exploitation of many integrated 
microarray data to statistically analyze bone and 
cartilage ingrowth, that represents a useful sup-
port for tissue engineering applications.
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Motivation and Objectives
Within a living organism, genome and proteome 
variations may influence many molecular inter-
actions and biochemical pathways, leading to 
deleterious effects in the proper activity of cells, 
tissues, and organs; ultimately, this may be the 
cause of many syndromes and diseases. It is now 
well known that tumors may arise as a result of a 
series of DNA sequence abnormalities and muta-
tions. It is then not surprising that there is a vast 
amount of information available in the scientific 
literature and that a lot of information systems de-
voted to the management of related data exist. 
Among these, of particular interest are the many 
Locus Specific Data Bases (LSDB) and the COSMIC 
(Catalogue of Somatic Mutations in Cancer) da-
tabase (Forbes et al., 2011). Such data, however, 
are not yet sufficiently integrated with other mo-
lecular, biomedical, and clinical databases. New 
efforts are therefore needed in this direction.

Data retrieval, search and integration solu-
tions in bioinformatics are increasingly making 
use of a set of standards and technologies which 
are the basis of the Semantic Web (Berners-Lee 
et al., 2001) framework. This framework is intend-
ed to evolve the web into a distributed knowl-
edge-base and a first step in this evolution is the 
generation of a Web of Data (Bizer et al., 2009). 
In this view, we can see Linked Data as an ap-
proach to data integration that employs ontolo-
gies, terminologies, Uniform Resource Identifiers 
(URIs), and the Resource Description Framework 
(RDF) to connect pieces of data, information and 
knowledge on the Semantic Web (Belleau et al., 
2008). In particular, RDF describes semantic rich 
information on the web through a composition 
of simple triples (predicates), such as (‘Subject’, 
‘Property’, ‘Object’), that link entities through re-
lations which are expressed by using ontologies, 
and are defined by using URIs. See the RDF refer-
ence site: http://www.w3.org/RDF/, last accessed 
on October 3, 2012). A relevant contribution to 
this vision comes from the conversion of data 
stored in relational databases (RDB) into RDF.
There is a vast amount of information on human 

variation in the literature and several mutation 
and variation databases, but, to our knowledge, 
this kind of information is still scarce in the Web of 
Data. Various motivations can be depicted for 
using Semantic Web technologies and publish-
ing Linked Data life sciences datasets; this allows 
to improve data and information integration, 
share ability of openly accessible data through 
standard and programmatic interfaces, seman-
tic normalization, data discoverability and query 
federation from distributed sources.

A first work carried out by our group led to the 
implementation of an RDF version (Zappa et al., 
2012) of the IARC TP53 Somatic Mutation data-
base (IARCDB) (Petitjean et al., 2007). Here, we 
present the initial development of an RDF version 
of the COSMIC (Catalogue of Somatic Mutations 
in Cancer) database by means of Semantic 
Web technologies. 

Methods
COSMIC was developed, and is currently main-
tained, at the Wellcome Trust Sanger Institute. It 
is designed to gather, curate, and organize in-
formation on somatic mutations in cancer and 
to make it freely available on-line. It combines 
cancer mutation data, manually curated from 
the scientific literature, with the output from the 
Cancer Genome Project (CGP). Genes are se-
lected for full literature curation using the Cancer 
Gene Census. COSMIC datasets are freely avail-
able as common CSV flat files. However these 
files don’t contain all the available information 
and they don’t reflect the original schema and 
table contents of the database. For this reason, 
and also due to the huge amount of data, we 
started from a basic automatic RDB to RDF map-
ping of a relational version of COSMIC. Many re-
search works have been focused on mapping 
data from RDB to RDF. They have led to the im-
plementation of both mapping tools and do-
main specific applications. The structure of an 
RDB database may provide a partial charac-
terization of semantics of the domain it refers to. 
Some tools rely on this property to generate an 

http://www.w3.org/RDF/
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approximate mapping to RDF, which can then be 
manually tuned and thus brought to be in line with 
a shared conceptualization.

Mapping is the process of making explicit cor-
respondences or relationships between entities 
in the relational database and the RDF graph. In 
our case, the mapping was first created by using 
D2RQ, a platform for treating relational databas-
es as virtual RDF graphs. See the D2RQ web site: 
http://www.d2rq.org/, last accessed on October 3, 
2012). This tool also allows on-the-fly generation of 
RDF triples from the database. The relational data-
base was then published using a D2R server. D2R 
enabled us to publish a first SPARQL endpoint on 
top of the relational database, build an RDF data 
dump, and make it possible browsing the gener-
ated RDF triples through a standard web interface.

One of the most important aspects of the RDB 
to RDF conversion is, however, the capability of 
representing the semantics that is not explicitly 
defined in the relational schema. After a careful 
analysis of the database schema, we were able 
to map our resources into separated well defined 
classes and sub-graphs and to define the rela-
tionships and properties of our statements. For in-
stance, D2RQ generates predicate names which 
are based on the RDB column names: it has no 
way to know when a predicate refers to a proper-
ty for which a shared representation (ontological 
concept) exists. By customizing predicates we 
have been able to improve the representation 
of data semantics, according to shared ontolo-
gies. Where shared relations were not available 
to express the content of our database, we have 
used ad-hoc defined properties.

The final RDF dataset is being deployed ac-
cording to Linked Open Data (LOD) principles with 
external links set to datasets such as DBpedia, a 
system including all structured information which 
is present in Wikipedia pages (see DBpedia web 
site: http://www.dbpedia.org/, last accessed on 
October 3, 2012), PubMed, the Human Genome 
Nomenclature Committee (HGNC) database 
(see HGNC web site: http://www.genenames.org/, 
last accessed on October 3, 2012), the On-line 
Mendelian Inheritance in Man (OMIM) system, 
UniProt (Belleau et al., 2008) and Linked Life Data.

In order to improve performances, the RDF 
export must be imported into a native RDF tri-
ple store system. The RDF dump of COSMIC was 
then uploaded in a Jena TDB triple store. See the 
Jena and TDB web sites at: http://openjena.org/

index.html and at http://jena.sourceforge.net/
TDB/, last accessed on October 3, 2012). A Fuseki 
server was implemented to make available our 
data through a SPARQL endpoint. See the Fuseki 
web site at: http://fuseki.sourceforge.net/, last ac-
cessed on October 3, 2012).

Since one of the main use cases and aim of 
COSMIC is to provide somatic mutation frequen-
cies and distributions via plots and histograms, 
it is then a good practice to deploy a web in-
terface able to graphically visualize such kind 
of information also in a Semantic Web context. 
A web interface based on javascript and some 
graphical libraries can then display results of 
SPARQL queries to improve visualization of this 
kind of information by means of charts.

Results and Discussion
Prototype servers are available on-line. The D2R 
server web site is available at http://bioinformat-
ics.istge.it/D2R _ CosmicRDF _ proto/. The SPARQL 
endpoint, that is only meant for SPARQL queries 
and cannot therefore be used as-is by research-
ers, is available at the following URL: http://bio-
informatics.istge.it/CosmicRDF _ protosparql/
cosmic/sparql. Currently, servers present only a 
subset of the database, corresponding to the 
“full export” that may be downloaded from the 
COSMIC web site. This dataset, however, does 
not reflect the database schema, whose analy-
sis is an undergoing effort.

A Linked Data view, an HTML view and a 
SPARQL endpoint are available. The latter can be 
explored by any Semantic Web browser or ap-
plication. These are building blocks for data in-
tegration solutions incorporating mutation data. 
The standard web interface includes graphical 
visualization features of results of some specific 
SPARQL queries. These prototypes demonstrate 
how an RDF representation of relational data-
base contents can be easily provided.

Although a great value of our system would 
lie on the identification of a shared, semantically 
meaningful, ontology-based representation of 
variation information, that could only be defined 
through a collaboration with the community of 
curators of variation databases, our approach 
already allows to carry out queries on the data-
base, as well as some graph-analysis for valida-
tion of data and elucidation of implicit relations 
among data, relations that could not be exploi-
ted with the current system.

http://www.d2rq.org/ 
http://www.dbpedia.org/
http://www.genenames.org/
http://openjena.org/index.html
http://openjena.org/index.html
http://jena.sourceforge.net/TDB/
http://jena.sourceforge.net/TDB/
http://fuseki.sourceforge.net/
http://bioinformatics.istge.it/D2R_CosmicRDF_proto/
http://bioinformatics.istge.it/D2R_CosmicRDF_proto/
http://bioinformatics.istge.it/CosmicRDF_protosparql/cosmic/sparql 
http://bioinformatics.istge.it/CosmicRDF_protosparql/cosmic/sparql 
http://bioinformatics.istge.it/CosmicRDF_protosparql/cosmic/sparql 
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Relying on dereferenceable URIs, that is URIs 
that may be redirected to a unique existing 
Internet address usually accessible via HTTP, exist-
ing predicates and ontologies allows our system 
to be a part of the growing Web of Data with the 
aim to be in integrated and interlinked part of the 
Linked Open Data Cloud.

An improved and extended version of our 
prototypes and interfaces are under develop-
ment. A new web interface with demo queries 
and specific use-cases in also under develop-
ment, with the aim of building a prototype user-
friendly interface that can be more proficiently 
used by such users as biologists and clinicians.
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