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Introduction
Today, biologists can measure the expression 
levels of thousands of genes under different 
experimental conditions using DNA microarray 
chips. A typical biological experiment produces 
different data-sets of expression values, moni-
toring the experimental conditions applied to 
a tissue or a cell culture. Often, after in-house 
analysis, researchers deposit their raw data with 
one of the available public repositories, from 
where they can be retrieved for different kinds 
of analysis. Public repositories, such as GEO [1] 
and ArrayExpress [2], have already collected vast 
quantities of various microarray experiment re-
sults. Such repositories allow independent data 
sets of expression values, obtained with the 
same chip design but in different conditions and 
in different laboratories, to be combined and 
compared. Studies on such enormous amounts 
of heterogeneous data can reveal new and sig-
nificant information, and represent an interesting 
and important approach that can provide new 
insights into the behaviour of genes. Of course, 
this is a difficult task, because it requires an ap-
propriate data-normalisation process and, even 
more important, an efficient method of analysis, 
such as clustering. Because of the heterogene-
ity of the data sets, supervised clustering meth-
ods and parametric algorithms are unsuitable, 
as nothing is known a priori about the structure 
and distribution of the data. The simplest way to 
analyse large and mixed data-sets without any 
loss of information is to use an unsupervised clus-
tering method that requires neither a priori as-
sumptions about the data nor a cut-off above 
a fixed threshold expression value. This gives us 
the possibility of discovering unknown correla-
tions between genes or unexpected behaviours 
in different experimental situations. Chaotic Map 
Clustering (CMC) [3], which we have tested suc-
cessfully for microarray data (unpublished data), 
was the unsupervised clustering algorithm cho-
sen. This unsupervised method of analysis of a 
full non-restricted data set naturally produces a 
lot of noise, necessitating a very accurate pro-
cedure for validation of the clustering results. We 
have to be able to evaluate the quality of the 
results and to determine the optimal settings for 
the clustering procedure. Resampling, based 
on a cross-validation method [4], is an efficient 
way to evaluate clustering results, telling us if they 
are really due to a strong correlation between 
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Microarray data are a rich source of information, contain-
ing the collected expression values of thousands of genes 
for well-defined states of a cell or tissue. Vast amounts 
of data (thousands of arrays) are publicly available and 
ready for analysis, for example to scrutinise correlations 
between genes at the level of gene expression. The large 
variety of arrays available makes it possible to combine 
different independent experiments to extract new knowl-
edge. Starting with a large set of data, relevant information 
can be isolated for further analysis. To extract the required 
information from data-sets of such size and complexity 
requires an appropriate and powerful analysis method. 
In this study, we chose to use an unsupervised hierarchi-
cal clustering algorithm, Chaotic Map Clustering (CMC), 
in a coupled two-way approach to analyse such data. 
However, the clustering approach is intrinsically difficult, 
both in terms of the unknown structure of the data and 
interpretation of the clustering results. It is therefore critical 
to evaluate the quality of any unsupervised procedure for 
such a complex set of data and to validate the results, 
separating those clusters that are due simply to noise or 
statistical fluctuations. We used a resampling method to 
perform this validation. The resampling procedure applies 
the clustering algorithm to a large number of random sub-
samples of the original data-matrix and, consequently, 
the whole process becomes computationally intensive 
and time consuming. Using Grid technology, we show that 
we can drastically speed up this process by distributing the 
clustering of each matrix to a separate worker node, and 
thus retrieve resampling results within a few hours instead of 
several days. Further, we offer an online service to cluster 
large microarray data sets and conduct the subsequent 
validation described in this paper.
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genes or if they arise simply as a result of statisti-
cal fluctuations or noise. The resampling method 
requires the creation and clustering analysis of 
random subsets of the original data-matrix. To 
obtain statistically relevant results requires the 
creation and analysis of tens of resampled matri-
ces. With matrices such as our test-set, with a size 
of 22,215 x 587, the resampling validation pro-
cedure with our clustering algorithm becomes 
a very memory-intensive and time-consuming 
computational process. It is crucial to speed up 
this procedure in order to perform this challeng-
ing microarray data analysis within a reasonable 
time frame. Grid technology gives us the possi-
bility to split and distribute the resampling pro-
cedure over different processors, allowing us to 
evaluate the quality of the clustering research in 
a few hours rather than several days. In this way, 
we can efficiently analyse any mixed data set, 
and even increase the number of experiments 
included within the analysis process, thus allow-
ing analysis of even larger matrices of microarray 
expression values.

Chaotic Map Clustering of 
microarray data
As a test-set for our clustering approach, we se-
lected and downloaded from GEO a data-col-
lection derived from the Affymetrix microarray 
design ‘Human Genome U133 Array Set’ (HG-
U133A). This heterogeneous data-set includes 
587 data samples from different laboratories and 
covers more than 20 different biological experi-
ments relating to 22,215 different genes. We did 
not set any threshold for expression values, but 
considered the whole distribution of the data, 
from the lowest to the highest value, to be in-
formative. Microarray data are intrinsically noisy 
owing to the procedure of measurement itself, 
but we maintain that even low expression values 
can have high information content, especially in 
such a mixed and large comparison between 
different biological experiments. Background 
and noise data are, in any case, evaluated in 
a second round (see below) by means of the 
whole procedure of clustering and validation of 
the results.

In order to have a comparable set of data, we 
scaled each data-set point by means of global 
normalisation, carrying out a logarithmic trans-
formation and setting the median of the distribu-
tion of expression values of each microarray ex-

periment to zero. We organised the data into an 
expression matrix, D = N × S, where N (=22,215) 
is the total number of genes in the array design, 
and S (=587) is the number of samples (experi-
ments).

Generally speaking, the clustering process 
aims to investigate and discover the unknown 
structure of a set of data by grouping objects 
that are more similar to each other according to 
some similarity measure. In this specific context, 
clustering microarray data can reveal groups of 
genes with similar gene-expression profiles that 
are co-regulated in different samples or groups 
of experiments.

To analyse data with no a priori knowledge of 
their structure (i.e., the number of classes, or the 
geometric distribution), we chose an unsuper-
vised hierarchical clustering algorithm: Chaotic 
Map Clustering (CMC) [3], which we have test-
ed extensively on the clustering and analysis of 
heterogeneous microarray data sets (personal 
communication A. Tulipano).

Furthermore, to discover unknown relation-
ships between genes within subsets of experi-
ments that could be hidden by the signals of 
other genes, a coupled two-way approach 
[5] was applied using CMC. The first approach 
considers the samples as the objects to be clus-
tered; the other considers the genes as the ob-
jects to be clustered. Using the groups of genes 
and samples obtained with two-way clustering, 
this method identifies submatrices of the total ex-
pression matrix on which further analysis can be 
performed locally with the user’s preferred ana-
lytical tools, revealing new partitions of samples 
and genes and leading to new information. In 
this manner, by focusing on small subsets, we 
lowered the noise induced by the other samples 
and genes, and were able to discover partitions 
and correlations that were masked or hidden 
when the full data set was used in the analysis.

Details of the results, in terms of their biological 
relevance, are beyond the scope of the present 
paper and are thus not discussed further here. 
The focus of this report is the validation of the 
clustering results: we had to search for new solu-
tions because the validation of such large data 
sets became computationally very intensive.

Cluster validation
In order to evaluate the whole procedure of 
clustering, selecting the optimal settings for the 
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algorithm, and to validate the vast number of 
clusters found by the process, we used a cluster-
validation method based on resampling [4]. This 
is a cross-validation procedure, where subsets of 
the data-matrix under investigation, whose sizes 
are fN × S, where 0 < f < 1 is the reduction fac-
tor, are constructed randomly, and the clustering 
algorithm is applied to each subset. From these 
results, we created an N × N connectivity matrix 
T, for each resampled matrix, whose elements 
are:

and compared it to the connectivity matrix of 
the original data-matrix.

Starting from the overlap of the original and 
resampled connectivity matrices, we can define 
three quantities [6], namely “sensitivity” (sens), 
“specificity” (spec) and “positive predictive value” 
(ppv), which can be regarded as useful “quality 
measures” of a clustering result.

To define these quantities, we considered 
the results obtained on the full size data-set as 
the “truth”. According to the “truth”, we have two 
classes: either gene i and gene j are in the same 
cluster (positive) or not (negative). We then com-
pare the results obtained through resampling.

Table 1 lists all possible combinations: true 
positive (TP)—ij are in the same cluster, both in 
the original and in the resampled data-set; false 
negative (FN)—ij are in the same cluster in the 
original data-set, but not in the resampled set; 
true negative (TN)—ij are not in the same cluster, 
either in the original data-set or in the resampled 
one; false positive (FP)—ij are in the same cluster 
in the resampled matrix, but not in the original 
matrix.

It is now possible to define ppv as the average, 
with respect to the resamples, of the number of 
TP pairs divided by the number of the pairs be-
longing to the positive class
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Evaluating these quality measures, we are 
able to identify stable clustering solutions, which 
are less likely to result from noise or statistical fluc-
tuations, and can also evaluate the efficiency of 
the set of resolution parameters used for cluster-
ing.

To validate the clusters obtained by applying 
the CMC clustering algorithm to the original ma-
trix of 22,215 x 587, 50 randomly resampled matri-
ces of 16,661 x 587 (i.e., a reduction factor of 25%) 
were generated. Each matrix was then clustered 
using CMC with the same set of resolution pa-
rameters. Clustering a single matrix of such a size 
with CMC is an intensive computational process 
that requires more than 1.5 GigaBytes of RAM, 
and takes about 2 hours of computing time (one 
CPU Xeon 3.0GHz). Moreover, the creation of the 
connectivity matrix and its comparison with the 
original matrix takes several hours. Clustering the 
whole set of resampled matrices of at least 50 
random matrices and calculating the overlap 
of the connectivity matrices would occupy one 
single CPU for more than two weeks. With this 
method, cluster validation would be a slow and 
inefficient procedure. Splitting the whole cluster-
evaluation process of the resampled matrices 
into several jobs, one for each resampled ma-
trix, and distributing them on several CPUs would 
speed up the whole validation procedure, allow-
ing quicker evaluation of the quality of our clus-
tering.

Grid distribution
Because of the enormous quantity of computer 
resources available, the Italian Grid Infrastructure 
(Virtual Organisation bio) [7] provides the possibil-
ity of splitting a large, complex application into 
many smaller jobs that can run in parallel, greatly 
reducing the time needed to reach the final re-
sults. Our resampling process is easily divisible 
into many smaller processes, namely every ran-
domised matrix of the resampling process can 
be launched as an independent job.
The Job Submission Tool (JST, [8]), developed to 
submit and monitor a large number of jobs (in 
the range of hundreds of thousands) in an al-
most automatic way, is the engine that runs and 
controls the workflow to cluster large microarray 
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data-sets and run the necessary validation. As 
a test of the efficiency and functionality of our 
workflow (see ‘Workflow Implementation and 
Results’ below), we used the above mentioned 
HG-U133A test-set of 587 microarray data from 
Affymetrix (22,215 genes), and analysed 50 ran-
domised matrices, 16,661 x 587 in size, for the val-
idation. The main concept of the JST is the “task”. 
A certain number of tasks have to be executed 
to complete the challenge. The entire problem 
is first divided into steps that depend on each 
other, and then each step is, if possible, subdi-
vided into the smallest possible independent el-
ements that can be sent to the Grid. Depending 
on the time required for each element, a task 
can consist of one or several elements, in order 
to optimise the performance by balancing the 
time needed for installation and processing. 
Our implementation consists of two main steps 
and a final step, summarising the results, the 
first step being clustering of the main microarray 
data-matrix and the second, consecutive and 
dependent, step concerning cluster validation. 
Whereas the first and last steps are single events, 
the second can be subdivided easily into inde-
pendent elements for further processing. CMC 
validation for such a large matrix takes several 
hours, and therefore each task contains one ele-
ment – a matrix. The tasks are then routed to a 
central database (DB) server in order to assign 
each task to a Grid job; the server then takes full 
control of challenge completion. A robot is used 
to submit jobs to the Grid, to Worker Nodes (WN) 
that are initially identical and do not know which 
task they have to execute. Only when the job ar-
rives at, and starts to be executed on, a WN does 
it request a task to be sent from the central DB. 
Every job asks the central DB for a task that has 
not yet been assigned to any other job (“free” 
task). Information on the execution of each task is 
logged in the central DB to maintain an overview 
of the processing. As soon as a job submitted 
by the User Interface (UI) to an available WN re-
ceives the task to be executed, it starts to down-
load from a storage element all the files (input 
data and libraries) required to perform the task 
– in our case the clustering of a single matrix and 
running the validation.
Only when all steps are executed correctly is the 
status of a particular task on the central DB up-
dated to “Done”, and the results made available 
on a Web server for download. In this way, the 

central DB monitors task execution. No manual 
intervention is required to manage the re-submis-
sion of failed tasks. In fact, tasks that are found in 
a “running” state after a fixed time interval are 
considered to have failed and are automatically 
reassigned to new jobs. As soon as no task can 
be assigned to the submitted jobs, meaning all 
tasks are labelled “Done”, the robot stops sub-
mitting jobs and the processing is terminated. In 
this way, the architecture of the JST allows highly 
effective and reliable exploitation of all the com-
putational resources available on the Grid.
Recent improvements in the JST include the im-
plementation of a GUI (Graphic User Interface) in 
order to make this tool available to the bioinfor-
matics community. The GUI (Figure 1) is available 
on a website [9], where users can register and, 
after authorisation, submit their applications to 
the Grid. Through the interface, the user defines 
parameters for the clustering application, and 
provides the input files that the JST will then elab-
orate to create the task list.

Workflow implementation and 
results
To orchestrate all the steps necessary to validate 
the initial clustering through the JST interface, we 
created a workflow to cluster the original matrix, 
as well as to create and cluster the randomised 
matrices. The results were then compared with 
the result of the original clustering to calculate 
the values of ppv, sens and spec (Figure 2). 

Figure 1. The JST portal.
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After login and opening the submission win-
dow (see Figure 1, ‘Start submission’), JST offers a list 
of ‘gridified’ applications; choose “CLUSTERING”. 
The input schema (see Figure 3) requires 4 types 
of input information: (1) one input file as a text-file 
containing an expression matrix, where rows refer 
to genes, and columns to the normalised values 
of the microarray data-set; (2) the number of re-
samplings, which establishes how many random 
matrices have to be produced and analysed by 
the CMC; (3) the distance measuring method 
(Euclidean or Pearson correlation); and (4) the 
indication whether to cluster by rows (genes) or 
by columns (experiments). This last parameter is 
important if a user wants to apply the coupled 
two-way approach and re-send the first clusters 
for the second clustering process. Before send-
ing the submission to the Grid, JST displays all the 
parameters and the Grid submission commands 
for eventual control; only by confirming the sub-
mission at this stage does JST start to process the 
clustering and validation request.

The first step of the JST process consists of a 
single task, starting with the clustering of the origi-
nal matrix and generation of the correspond-
ing connectivity matrix. A perl script, distributed 
by the JST, provides the conversion of the input 
matrix file in a format that is accepted by the 
CMC clustering algorithm. Then it launches the 
clustering process and finally calculates the con-
nectivity matrix of the clustering results. This step 
produces two outputs: a reference file of the 
clustering results and a text file of the connectiv-
ity matrix, both stored in a common repository. 
Because this connectivity matrix is needed for 
the tasks in the second step, JST has to make 
it available to every job responsible for execut-
ing these tasks. The best approach to achieve 
this goal is to register the file on a Grid Storage 
Element and to store the location in the central 
JST database so that every job can copy it local-
ly in a secure and efficient way. After the first task 
is executed correctly, and the status of the re-
lated entry in the database is update to “Done”, 
the Grid jobs can begin executing the second 
step and distributing the tasks of the second step 
(i.e., validation). The second step consists of the 
random generation of each resample Dk, k=1…
m of the original data, the clustering by the CMC 
algorithm of this randomised matrix, generation 
of the related connectivity matrix Tk, comparison 
with the connectivity matrix of the original matrix, 

and computation of the quantities listed in Table 
1. Again, a perl script, developed from our side 
and distributed by the JST, processes all these 
steps in order to realise the second part of the 
workflow. The system stores, in a common reposi-
tory, one output file for each task, corresponding 
to a resampled matrix, with the related values of 
ppv, sens and spec. The final step retrieves all the 
resampling results and calculates the average 
values of ppv, sens and spec for the whole set 
of resampled matrices by means of a third perl 
script specifically implemented for this task. After 
all steps are completed, the user can retrieve 
(from a Web link sent by e-mail) two outputs: the 
clustering results file of the original expression 
matrix (step 1) and the averaged values of ppv, 
sens and spec file (step 3).

Figure 2. Distribution of processing over Grid nodes.
The first step of the JST process consists of a single task, starting with 
the clustering of the original matrix and generation of the corre-
sponding connectivity matrix that is stored in the storage element. 
The second step consists of the random generation of each resam-
ple of the original data, clustering of this randomised matrix, genera-
tion of the related connectivity matrix, and computation of the sens, 
spec and ppv values. The final step retrieves all the resampling results 
from the storage element and calculates the average values of ppv, 
sens and spec for the whole set of resampled matrices. After all tasks 
are completed, the user can retrieve (from a Web link) two outputs: 
the clustering results of the original expression matrix, and the aver-
aged values of the ppv, sens and spec file.
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For the test-case used here, a data-matrix of 
dimension of 22,215 x 587 and validation using 
50 randomised, reduced matrices, distributed 
over the Grid (Figure 1) using one WN for each 
matrix to be analysed, we were able to reduce 
the processing time by 20-fold, from 16 days on 
a single CPU to 20 hours distributed over the Grid. 
The average execution time was about 8 hours 
per job. Considering that we have two steps, 
with the second being dependent on the result 
of the first, we have a net processing time of 16 
hours, losing therefore about 4 hours of the total 
process time in job queuing. Nine matrices had 
to be resubmitted because of various different 
problems. One problem was the memory re-
quirement (>1.5 GB RAM) of the clustering algo-
rithm for a matrix of the specified size, which was 
a requirement that not all available WNs could 
satisfy.

The average values of ppv, sens and spec 
calculated for the given data set were 0.65, 0.81 
and 0.95, respectively. Owing to the size of the 
data set, and the high level of fragmentation 
(more than 300 clusters), we can expect that the 
number of true negatives is orders of magnitude 
greater than the other quantities defined in Table 
1. This means that, for the case at hand, the spe-
cificity values would be close to 1 even in the 
case of random or incorrect clustering results. 

For our purposes, we thus consider only ppv and 
sens as the relevant quality measures.

To illustrate the results in more detail, Figures 
4 and 5 show the distributions obtained for the 
values of ppv and sens for the 50 resampled 
matrices. We can see from the histograms that 
about half the resamples exhibit sensitivity values 
above 0.95, and that, in almost all cases, ppv 
values are above 0.5. As it is well known that the 
statistical significance of the quality measures is 
affected strongly by the size of the data set, and 
by the level and nature of noise in the data, it 
has long been recognised that there is substan-
tial intrinsic noise contained in microarray data. 
We stress that the values obtained here far ex-
ceed what is generally considered a good result 
in such a context, and we thus conclude that our 
results validate the approach proposed here.
Incidentally, we recall that re-sampling proce-
dures can also be applied to search for an op-
timal set of algorithm parameters. In this case, 
resampling procedures need to be repeated for 
any choice of the clustering parameters, and 
records of the corresponding quality measures 
have to be collected. The optimal values of the 
parameters are then selected as those corre-
sponding to the maximum value of spec and/or 
ppv. However, as we have already tested (person-
al communication A. Tulipano) the robustness of 
the algorithm against changes in the main scale 
parameter α, we limited ourselves to performing 
the resampling in order to assess the quality of 
the clustering results. However, we expect that 
keeping the scale parameter fixed on both the 
original and resampled data-set will add a slight 
negative bias to the ppv measures by increasing 
the number of false positives.

Figure 3. Input parameters.
The user uploads one input file containing genes (in rows) and the 
experiments of the microarray data-set (in columns), and sets the 
number of resamplings to execute and the method of distance 
measure (Euclidean or Pearson correlation).

Figure 4. Distribution of ppv values obtained for the resam-
pled matrices.
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Conclusion
The approach described above, that is to distrib-
ute the process of validating clustering results on 
the Grid, proved to be a very valid implementa-
tion for large microarray data sets. The analysis 
of large mixed microarray data with the CMC 
algorithm is a very complex procedure, requiring 
an efficient method of result validation. The two 
key functionalities of our approach are the use of 
the JST, modified for this application, which has 
already been used by other applications to dis-
tribute workload efficiently over the Grid [8], and 
the newly developed three-step workflow to cal-
culate and process the resampled matrices in 
parallel. Because the matrices are so large, and 
the clustering algorithm and associated proce-
dure of evaluation is computationally intensive, 
the original matrix and every resampled matrix 
was submitted to an independent WN, allowing 
the total validation to be run in parallel, complet-
ing the calculation in a fraction of the original 
time required when using only one CPU.

This drastic improvement in the validation 
process will allow researchers to analyse any 
combination of available data sets with almost 
no limit to the data size and number of resam-
pling cycles, to guarantee reasonable accuracy 
of the analysis and validation. In addition, the 
pipeline allows users not only to run time-con-
suming validation processes, but also provides 
users with the clustering data, and can therefore 
be used to run time-consuming clustering on 
large data-sets using CMC.

The only problem we were confronted with was 
the large amount of RAM required by the CMC 
clustering algorithm operating on a large data-
set. However, very few WNs were not adequately 
equipped to execute the clustering algorithm. In 
such cases, the JST resubmitted those failing jobs 
to new WNs without requiring any user interaction, 
providing the end user with a complete and ac-
curate picture for further analysis.
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