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Generation of explicit rules predicting neuroblastoma patients’ outcome
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Motivation and Objectives
Neuroblastoma (NB) is the most common pedi-
atric solid tumor characterized by clinical and 
molecular risk factors. The mortality is about fifty 
percent and this makes exploration of new and 
more effective risk factors for improving stratifi-
cation mandatory. Hypoxia is a condition of low 
oxygen tension occurring in poorly vascularized 
areas of the tumor associated with poor prog-
nosis. We had previously defined a robust gene 
expression signature measuring the hypoxic 
component of NB tumors (NB-hypo) that is a nov-
el, independent risk factor (Fardin et al., 2010). 
Integrating classical risk factors with NB-hypo 
could improve the stratification of NB patients. 
We wanted to develop a prognostic classifier of 
NB patients’ outcome blending existing knowl-
edge on clinical and molecular risk factors with 
the prognostic NB-hypo signature. Furthermore, 
we were interested in the decision tree classifier 
that outputs explicit rules easily translated into the 
clinical setting.

Methods
A total of 182 NB patients were enrolled on the 
bases of availability of gene expression profile 
by Affymetrix GeneChip HG-U133plus2.0, clini-
cal and molecular information. NB tumor stage 
was defined according to the International NB 
Staging System (INSS). Age at diagnosis was di-
chotomized as greater or equal than 1 year 
and less than one year. MYCN status was ampli-
fied or normal. Good and poor outcome were 
defined as the patient’s status alive or dead 5 
years after diagnosis respectively. The risk group 
was assigned according to the International 
Neuroblastoma Risk Group (INRG) Consensus 
Pretreatment Classification Schema. The 182 NB 
patients cohort was clustered in High and low 
hypoxia by k-means analysis of the 62 probsets 
constituting the NB-hypo signature previously 
described to measure tumor hypoxia (Fardin et 

al., 2009). We utilized the k-means algorithm 
implemented in the WEKA software (Hall et al., 
2009) setting up number of clusters to 2, 500 
iterations, preserving instances order and using 
Manhattan distance. 

The classification was performed by induc-
tion of decision trees. We utilized the Weka J48 
implementation of the popular C4.5 algorithm 
(Kotsiantis, 2007; Murthy, 1998) and we set up 
the following options: pruning parameter was 
0.25, pruning method was sub-tree raising and 
minimum number of instances per leaf was 2. 
Each leaf of the decision tree classifier identifies 
a non overlapping group of patients and each 
decision node identifies a branch which splits the 
dataset. We utilized Fisher’s exact test to measure 
the statistical significance of groups and branch-
es. Fisher’s test was utilized in the context of de-
cision trees to design a top-down approach to 
prune out non statistically significant branches 
(Liu et al., 2010). For each leaf we counted the 
number of correctly classified (named n) and 
the number of incorrectly classified instances 
(named m). We considered the marginal totals 
y and ¬y which represent poor and good out-
come patients respectively. We designed a 2x2 
contingency table of the two possible outcomes 
(Good or Poor) against the number of instances 
included in a give leaf and the remaining in-
stances. Application of the Fisher exact test to 
this table generates a p value giving the prob-
ability of observing 2x2 table, or more extreme 
tables, knowing the marginal totals (y, ¬y) and 
assuming independency among the patients in 
a specific leaf and those in other leaves.

Results and Discussion
Patients were stratified in good and poor out-
come on the bases of the following risk factors: 
Age at diagnosis, INSS stage, MYCN status and 
NB-hypo. The algorithm generated a decision 
tree classifier composed by 3 decision nodes 
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and 7 leaves covering 87% of non overlapping 
good outcome patients and 100% of non over-
lapping poor outcome patients. Each path from 
the root to a leaf utilizes some, but not all, con-
sidered risk factors. Interestingly NB-hypo was in-
cluded in the decision node that stratified stage 
3 tumors demonstrating its usefulness in NB pa-
tients’ stratification.

The leaves classifying good outcome pa-
tients had the very low error of 2% indicating a 
good performance of the algorithm in predicting 
this class. In contrast, the classification of poor 
outcome patients produced the leaf with the 
highest error of 13%. This leaf includes stage 4 
tumors that are traditionally difficult to stratify by 
any known risk factor.

To test statistical significance of the splits per-
formed by the algorithm and the groups of pa-
tients, we utilized the Fisher’s exact test with a con-
fidence set at 95%. The results showed that the 
groups obtained at each split were statistically 
significant. Furthermore, analysis of single groups 
of patients identified by leaves demonstrated 
that some, but no all reached the significance 
threshold. The significant leaves included the NB-
hypo among the utilized risk factors. These results 
further strengthen the value of NB-hypo in pre-
dicting patients’ outcome. Lack of significance 
was often associated with a rather low number 
of patients in the leaf. This is a limitation of the 
divide-and-conquer approach of the algorithm, 
applied to relatively small patients’ cohorts, that 
recurrently splits the dataset. 

We then assessed the concordance of the 
predictions with INRG risk assessment. High Risk 
patients were correctly included in the leaves 
classifying poor outcome patients and Low Risk 
patients mapped correctly in the good outcome 
leaves. Interestingly, NB-hypo generated a leaf 
identifying a new group of poor outcome pa-
tients, sharing the high NB-hypo, whose charac-
teristic fell into both High and Intermediate Risk.

We collected and analyzed the results of 
1000 10-fold cross validations and we observed 
that most classifiers had 7 leaves and only 5 out 
of 10 4̂ deviated from this pattern. The recur-
rence of 7 leaves demonstrated the high stability 

of the decision tree classifier that we generated. 
Analysis of the pruning parameters revealed op-
timal performance in the range of 0.1-0.3 in line 
with what used in this study.

The path to reach each leaf can be easily 
transposed into a “if…than…” rule that, in turn 
provides an easy readout of the classifier, pre-
cious for translating the classification into the 
clinical setting. In conclusion, we demonstrated 
that the decision tree algorithm C4.5 can derive 
explicit rules for NB patients stratification if clas-
sical risk factors are blended with the NB hypo 
signature. These rules are statistically significant 
and quite stable and suitable to be conveyed to 
the clinic to design new therapies perhaps taking 
hypoxia into consideration as a potential target.
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