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Abstract
The increasing availability of omics data poses new challenges to bioinformatics applications regarding the efficient stor-
age and integration of experimental data, their efficient and high-throughput preprocessing and analysis, the building 
of reproducible “in silico” experiments, the integration of analysis results with pre-existing knowledge repositories stored 
into ontologies, like Gene Ontology, or into specialised databases, as those available in pharmacogenomics. This paper 
presents an overview of how parallelism, service orientation, and knowledge management techniques can be used to 
face those challenges presenting some recent bioinformatics tools and projects that employ such technologies in differ-
ent stages of the bioinformatics analysis’s pipeline.

Motivation and Objectives
The increasing availability of omics data poses 
new challenges to bioinformatics applications 
that need to face an overwhelming availability 
of raw data. Main challenges regard: (i) the ef-
ficient storage, retrieval and integration of experi-
mental data; (ii) their efficient and high-through-
put preprocessing and analysis; the building of 
reproducible “in silico” experiments; (iii) the inte-
gration of analysis results with pre-existing knowl-
edge repositories stored into ontologies or into 
specialized databases.

This paper presents an overview of how paral-
lelism, service orientation, and knowledge man-
agement techniques can be used to face those 
challenges presenting some recent bioinformat-
ics tools and projects that employ such tech-
nologies in different stages of the bioinformatics 
analysis’s pipeline.

Methods
Main omics disciplines are gaining an increas-
ing interest in the scientific community due to 
the availability of high throughput platforms and 
computational methods which are producing 
an overwhelming amount of omics data.

The increased availability of omics data pos-
es new challenges both for the efficient storage 
and integration of the data and for their efficient 
preprocessing and analysis. 

Hence, managing omics data requires both 
support and spaces for data storing as well as 
procedures and structures for data preprocess-
ing, analysis, and sharing. The resulting scenario 

comprises a set of methodologies and bioin-
formatics tools, often implemented as web ser-
vices, for the management and analysis of data 
stored in geographically distributed biological 
databases.

As the storage, preprocessing and analysis 
of raw experimental data is becoming the main 
bottleneck of the analysis pipeline, due to the 
increasing size of experimental data, high-per-
formance computing is playing an important 
role in all steps of the life sciences research 
pipeline, from raw data management and pro-
cessing, to data integration and analysis, up to 
data exploration and visualization.

Web services and workflows are used to face 
the complexity of the bioinformatics pipeline 
that comprises several steps. Finally, ontologies 
and knowledge management techniques are 
used to connect pre-existing knowledge in bi-
ology and medicine to the omics experimental 
data and analysis results.

We present an overview of how parallelism, 
service orientation, and knowledge manage-
ment techniques can be used to face those 
challenges presenting some recent bioinformat-
ics tools and projects that employ such tech-
nologies in different stages of the bioinformat-
ics analysis’s pipeline, with special focus on the 
analysis of omics data. Moreover, we briefly intro-
duce some recent emerging architectures (mul-
ticore systems, GPUs) and programming models 
(MapReduce, Cloud Computing) that will have 
a key role to face the overwhelming volumes of 
data generated by omics platforms.
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Results and Discussion
The role of parallelism, web services and on-
tologies in bioinformatics
In these last years, both well-known high perfor-
mance computing techniques such as Parallel 
and Grid Computing, as well as emerging com-
putational models such as Graphics Processing 
and Cloud Computing, are more and more used 
in bioinformatics and life sciences (Cannataro, 
2009).

The huge dimension of experimental data 
is the first reason to implement large distributed 
data repositories, while high performance com-
puting is necessary both to face the complex-
ity of bioinformatics algorithms and to allow the 
efficient analysis of huge data. In such a sce-
nario, novel parallel architectures (e.g. multicore 
systems, GPU, FPGA, hybrid CPU/FPGA, CELL pro-
cessors) coupled with emerging programming 
models (e.g. Service Oriented Architecture, 
MapReduce) may overcome the limits posed by 
conventional computers to the mining and ex-
ploration of large amounts of data.

On the other hand, the modeling of com-
plex bioinformatics applications as collections of 
web services composed through workflows, is an 
emerging approach to face the high complex-
ity of bioinformatics applications and enabling 
the repeatability of “in silico” experiments, and 
thus the reproducibility of the same experiment 
by different research groups.

Workflows are used to combine such web 
services forming reusable bioinformatics appli-
cations that may be deployed on several dis-
tributed or parallel architectures, such as Grids 
or clusters. Moreover, using parameter sweep 
technology, a single workflow may be instanti-
ated in various forms to test in parallel different 
algorithms on some of the steps of the bioinfor-
matics pipeline.

Knowledge management techniques and 
especially ontologies are more and more used 
to model pre-existing knowledge in medicine 
and biology. For instance Gene Ontology1 (GO)  
is used to annotate experimental data or results 
data with external information.

Ontologies are not only useful to annotate 
data, but also to support the composition of bio-
informatics workflows. By modeling the applica-
tion domain of a bioinformatics application and 

1  http://www.geneontology.org/

the analysis techniques used to analyse data, 
ontologies may be used to guide the develop-
ment of bioinformatics workflows, suggesting 
tools needed to implement specific steps of pre-
processing or analysis or alerting the user when 
some constraints are going to be violated, e.g. 
when the user tries to apply a wrong preprocess-
ing tool or a wrong sequence of tools.

Parallel preprocessing of gene expression mi-
croarray data.
The dimension of microarray datasets is becom-
ing very large since the dimension of files encod-
ing a single chip and the number of the arrays 
involved in a single experiment, are increasing. 
The system developed in (Guzzi and Cannataro, 
2010a) uses a master/slave approach, where 
the master node computes partitions of the in-
put dataset (i.e., it sets a list of probesets inter-
vals) and calls in parallel several slaves each one 
wrapping and executing the apt-probeset-sum-
marize program, that is applied to the proper 
partition of data. Such system showed a nearly 
linear speedup up to 20 slaves.

Web Services-based preprocessing of gene ex-
pression microarray data
micro-CS (Microarray Cel file Summarizer) (Guzzi 
and Cannataro, 2010b) is a distributed tool for 
the automation of the microarray analysis pipe-
line that supports the automatic normalization, 
summarization and annotation of Affymetrix bi-
nary data, providing a web service that collects 
on behalf of the user the right and most updated 
libraries.

Workflow-based preprocessing and analysis of 
mass spectrometry-based proteomics data
The analysis of mass spectrometry proteomics 
data requires the combination of large storage 
systems, effective preprocessing techniques, 
and data mining and visualisation tools. The 
management and analysis of huge mass spec-
tra produced in different laboratories can exploit 
the services of computational grids that offer effi-
cient data transfer primitives, effective manage-
ment of large data stores, and large computing 
power.  

MS-Analyzer (Cannataro, 2007) is a software 
platform that uses ontologies and workflows to 
combine specialized spectra preprocessing al-
gorithms and well known data mining tools, to 
analyze mass spectrometry proteomics data on 
the Grid.  Data mining and mass spectrometry 

http://www.geneontology.org/
http://www.geneontology.org/
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ontologies are used to model: (i) biological da-
tabases; (ii) experimental data sets; (iii) and bioin-
formatics software tools.

MS-Analyzer uses the Service Oriented 
Architecture and provides both specialised 
spectra management services and publicly 
available data mining and visualisation tools. 
Composition and execution of such services is 
performed through an ontology-based workflow 
editor and scheduler, and services are classified 
with the help of the ontologies.  

Ontology-based annotation and querying of 
protein interaction data
Protein-protein interaction (PPI) databases store 
interactions among proteins and offer to the user 
the possibility to retrieve data of interest through 
simple querying interfaces. Thus, even simple 
queries like “retrieve all the proteins related to glu-
cose synthesis” are usually hard to express.

OntoPIN2 (Cannataro et al., 2010) is a software 
platform that uses ontologies for automatically 
annotating proteins interactions and for querying 
the resulting annotated interaction data. OntoPIN 
includes a framework able to extend existing PPI 
databases with annotations extracted from GO 
and an interface for querying the annotated PPI 
database using semantic similarity in addition to 
key-based search. 

Semantic similarity-based visualisation of pro-
tein interaction networks
The use of such annotations for the analysis of 
protein data is a novel research area. Semantic 
similarity measures evaluate the similarity of two 
or more terms belonging to the same ontology, 
thus they may be used to evaluate the similarity 
of two genes or proteins measuring the similarity 
among the terms extracted from the same on-
tology and used to annotate them (Guzzi et al., 
2012). 

Recently, we used semantic similarity meas-
ures among proteins to develop a novel visu-
alization method for protein interaction net-
works implemented into CytoSevis3, a plugin of 
Cytoscape4. CytoSevis visualizes protein interac-
tion networks in a semantic similarity space (Guzzi 
and Cannataro, 2012). CytoSevis exploits seman-
tic similarity analysis and provides a graphical 

2  http://www.ontopin.org/
3  http://sites.google.com/site/cytosevis/
4  http://www.cytoscape.org/

user interface that enables the visualization of 
networks in such a semantic space. 

Emerging architectures and programming 
models
High performance computing is more and more 
used in biology, medicine and bioinformatics, to 
face the increasing amount of available experi-
mental data. In the following we briefly introduce 
some emerging architectures and programming 
models that will have a key role to face the over-
whelming volumes of data generated by omics 
platforms.

Multi-core and many-core systems
A multi-core processor is a single computing 
element containing two or more independent 
CPUs, called “cores”, which read and execute 
program instructions in parallel. A multi-core pro-
cessor usually comprises two, four, six or eight in-
dependent processor cores on the same silicon 
chip and connected through an on-chip bus. 

Multi-core processors execute threads con-
currently and often use less power than coupling 
multiple single-core processors. On the other 
hand, when increasing the number of cores the 
on-chip bus becomes a bottleneck, since all the 
data travel through the same bus, limiting the 
scalability of multi-core processors. Many-core 
processors put more cores in a thermal container 
than the corresponding multi-core processors.

General Purpose Graphics Processing Units
The Graphics Processing Unit (GPU) is a special-
ised electronic device initially used to accelerate 
the building of images to be sent to a display. 
The term General Purpose GPUs (GPGPU) indi-
cates GPUs that are used for general-purpose 
computation. GPGPUs are mainly used for em-
barrassingly parallel computations and they are 
well suited to applications that exhibit large da-
ta-parallelism. One of the main manufacturers of 
GPUs and GPGPUs is NVIDIA.

MapReduce and Apache Hadoop
MapReduce is a recent programming model 
well suited for programming embarrassingly 
parallel applications that need to process large 
volumes of data. MapReduce is also the name 
of the Google programming model (Dean and 
Ghemawat, 2008). The MapReduce model is in-
spired by the map and reduce functions used 
in functional programming. A very popular free 

http://www.ontopin.org/
http://sites.google.com/site/cytosevis/
http://www.cytoscape.org/
http://www.ontopin.org/
http://sites.google.com/site/cytosevis/
http://www.cytoscape.org/
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implementation of MapReduce is Apache 
Hadoop5.

Cloud Computing
Cloud Computing allows to access computers, 
services and eventually infrastructures as a utility, 
through the Internet. Developers can build novel 
Internet services without the need to buy large 
and costly hardware to deploy them as well as 
the human expenses to operate them (Ahmed 
et al., 2012). Cloud Computing encompasses 
technology, economics and business model as-
pects so finding a complete definition is an issue. 

According to Ahmed et al. (Ahmed et al., 
2012): “Cloud computing is a way of leveraging 
the Internet to consume software or other infor-
mation technology services on demand”. Using 
Cloud computing both resources and costs are 
shared. Also Ahmed et al. conclude that Cloud 
computing is more a business model than a 
computing paradigm.

Cloud-based Bioinformatics
Clouds are more and more used to host and 
deploy bioinformatics applications. Amazon 
EC2 has made available two main bioinformat-
ics datasets in its publicly available repository6: 
the Annotated Human Genome Data provid-
ed by ENSEMBL, and UniGene provided by the 
National Center for Biotechnology Information. 
Dudley and Butte (Dudley and Butte, 2010) point 
out that clouds not only can offer elastic com-
putational power to bioinformatics applications, 
but the availability of instances of bioinformatics 
applications that are stored and shared in the 
cloud can make computational analyses more 
reproducible. Schatz et al. (Schatz et al., 2010) 
report a list of bioinformatics resources made 
available through the cloud7. Recently, several 
cloud-based platforms for bioinformatics and 
biomedical applications have been deployed. 

Conclusion
Parallelism, web services and ontology technolo-
gies are key tools for modern emerging bioinfor-

5  http://hadoop.apache.org/
6  http://aws.amazon.com/publicdatasets
7  http://www.nature.com/nbt/journal/v28/n7/fig _ tab/

nbt0710-691 _ T1.html

matics applications. The paper discussed the 
role of such technologies in many case studies 
regarding especially the management, preproc-
essing and analysis of omics data, with special 
focus on genomics, proteomics and interactom-
ics data.  The discussion is completed through 
the presentation of several bioinformatics tools 
exploiting those technologies.

Future work will regard a more comprehensive 
assessment of such technologies through the 
definition of quantitative and qualitative applica-
tion requirements that can be fulfilled by adopt-
ing those technologies.
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