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Abstract
Nowadays, the detection of protein – protein in-

teractions is performed mainly from experimen-

tal methods that are able to record thousands 

of them in a single experiment. In this contribu-

tion, we present methods that are used to as-

sess the reliability of protein -protein interactions 

and construct reliable protein interaction graphs. 

Furthermore, we present the most popular algo-

rithms that are used to detect protein complexes 

or discover the functionality of unknown proteins 

through clustering protein interaction graphs. 

Finally, the most popular visualization software 

tools are described.

Introduction
Recent development of high-throughput meth-

ods produced enormous datasets of protein 

– protein interaction (PPI) data. Techniques such 

as yeast two – hybrid and mass spectrometry 

detect PPIs and give an insight of the cellular 

organization of an organism. However, these 

methods suffer from high error rate as they miss 

an important fraction of protein interactions and 

yield several protein interactions that do not exist 

in reality.

Due to the large number of interactions, there 

is a great need of computational methods and 

models that would make it easy to extract valu-

able information from them. Usually, through pro-

tein interaction data, information derives about 

functional modules such as protein complexes 

(which reveal insights into both the topological 

properties and functional organization of protein 

networks) as well as the function of uncatego-

rized proteins. A very efficient way of summariz-

ing these new datasets is by forming protein inter-

action graphs. These graphs provide a valuable 

tool that helps the better understanding of the 

functional organization of the proteome. A graph 

is represented as G = (V,E), where V is the set of 

the graph vertices and E is the set of the graph 

edges. In a protein interaction graph, the vertices 

represent the proteins and the edges the pairwise 

interactions between two proteins. Unfortunately, 

because of the unreliability of protein interaction 

data, algorithmic methods applied on protein in-

teraction graphs can not produce results of high 

information value.

In this contribution, we present the most pop-

ular methods to assess the reliability of protein-

protein interactions. Furthermore, we describe 

the features of a protein interaction graph and 

the computational methods which are used 

to acquire valuable conclusions from them. 

Additionally, this manuscript presents the most 

popular open source software tools which visual-

ize PPI data. 

Assessing the reliability of protein 

– protein interactions
Although data sets on the protein interactome, 

obtained by high-throughput protein interaction 

assays, are being accumulated rapidly, they usu-

ally come at the expense of relatively low quality, 

containing a high rate of spurious (false positives) 
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and missing (false negatives) protein-protein in-

teractions [1]. 

To address the problem of false positives, dif-

ferent confidence scores have been assigned 

that reflect the reliability and biological signifi-

cance of each protein interaction pair derived 

from the experiments [2]. Confidence scores are 

often computed as single indices, correlating in-

teraction pairs derived from direct experiments 

(e.g., two-hybrid screens and mass spectrometry) 

with either indirect biological data sources (e.g., 

gene expression, protein - DNA binding, biologi-

cal function, biological process, protein locali-

zation, protein class), or sequence based data 

sources (domain information, gene fusion, etc.). 

More recently, they are derived from supervised 

learning methods, which are employed to inte-

grate direct and indirect biological data sources 

for the prediction task. The training data sets for 

these methods include known true positives and 

true negative interactions. For both strategies dif-

ferent approaches have been proposed, where 

the data sources varied along with the imple-

mentations.

Specifically, indices have been based on the 

sharing of a common cellular localization or a 

common cellular role [3, 4]. Alternatively, ranking 

of the reliability of protein interactions have been 

based on the reproducibility and non-random-

ness of the observation of an interaction [5-7]. 

Related to the ideas of functional homogeneity, 

localization coherence and observational repro-

ducibility are a large number of other approach-

es based on the use of additional information, 

such as protein annotation, or the use of infor-

mation from multiple assays [8-12]. Interaction 

network topology is a different mean of identify-

ing reliability of interactions relying solely on the 

topology of the neighborhood of an interacting 

pair of proteins in the interactome [13, 14].

Bayes classifiers [15] and Bayesian Networks 

that combine multiple data sources are among 

the promising machine learning schemes that 

have been employed to predict true and false 

protein-protein interactions. Nevertheless, in [16] 

article, a Bayes classifier has been compared to 

Random Forest (RF) and Logistic Regression (LR), 

showing the RF classifier to have the best per-

formance among them. In a more extended 

comparison including a Random Forest (RF), a 

RF similarity based k-Nearest-Neighbor classifier, 

NaĐve Bayes, Decision Tree, Logistic Regression 

and Support Vector Machine, the superior per-

formance of RF was confirmed along with a 

satisfying performance of the Suppert Vector 

Machines (SVMs) [17]. Alternatively, a variant ker-

nel canonical correlation analysis, has been 

used for predicting pathway protein interactions 

[18], while in [19] a sum of likelihood ratio scores 

strategy was explored to predict human PPI con-

fidence.

Even though most of the above approaches 

are hindered or limited due inherent difficulties 

(eg., not all model organisms have well annotat-

ed genomes, expression of interacting proteins 

may need not to be correlated over many condi-

tions and conversely protein pairs with correlation 

patterns do not necessarily physically interact, 

the number of proteins having known paralogs is 

limited as well as the number of available struc-

tures, etc), nevertheless, most studies suggest 

that utilizing any of the confidence assignment 

schemes is always more beneficial than assum-

ing all observed interactions to be true or equally 

likely.

The problem of false negatives is essentially 

related to the problem of the ab initio prediction 

of protein-protein interactions by computational 

methods. Well known methods rely on gene fu-

sion events [20-22], interacting domains [23, 24], 

interacting motifs [25-27], co-evolution of proteins 

or residues [28-30] and the topology of protein–

protein interaction networks [31, 32]. Alternatively 

association rules have been explored [33]. In 

a different approach some of the confidence 

scores initially designed for the reliability assign-

ment of observed interactions, are used for the 

assigning probability scores to putative unob-

served interactions pairs.

Protein interaction Graphs
A protein interaction graph can be weighted 

or unweighted. In a weighted one, each edge 

connecting two proteins has been character-

ized by a number that represents the validity of 

the connection between these two proteins. In 

an unweighted protein interaction graph, an as-

sumption is made that this number is equal to 1 

for all the edges of the graph.

Generally, the protein interaction graphs are 

undirected and unweighted. Some properties 

have been identified to be common between 

the protein interaction graphs of all the organ-

isms. First of all, they are all scale free. Moreover, 
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it is proved that similar proteins usually interact 

with each other and that they lie within short 

distance in the interaction graph. Finally, there 

are few vertices having many interactions and 

many that have few interactions. This means that 

if some proteins are eliminated, the topology of 

the protein interaction graph does not change 

which subsequently confirms the robustness of 

the organisms as they can afford to loose some 

proteins without jeopardizing the existence or 

even the normal function of the network.

In protein interaction graphs, the dense sub-

graphs are valuable since they provide details 

concerning the functionality of the proteins with-

in the subgraph and the consistency of protein 

complexes. Given the mathematical represen-

tation of a graph, algorithms derived from the 

graph theory are well suited in order to isolate 

these dense areas.

The amount of data that has been derived 

from high-throughput approaches, automated 

text mining techniques, and/or manually from 

the scientific literature, has been stored in da-

tabases called protein-protein interaction data-

bases. These databases are valuable resources 

for the researchers, where from they can easily 

retrieve and analyze the stored data [34]. Usually 

these databases include data of protein interac-

tions obtained from many organisms. The most 

popular ones are BIND [35], MIPS [36], UniProt [37],  

IntAct [38].

It must be noted that there is a significant dif-

ference in the total number of protein-protein 

interactions among the various protein-protein 

interaction databases [39], due to the fact that 

data for each database were derived using dif-

ferent methods. Apart from the databases, where 

data obtained from experimental methods are 

stored, there are some other databases, where 

protein interactions predicted by computational 

methods are stored. The most significant one is 

called STRING database which has integrated 

known and predicted interactions from a variety 

of sources as well [40].

Extracting information from protein 

interaction graphs
Protein interaction graphs are used mainly to de-

tect protein complexes in which individual pro-

teins assemble into functional modules [41] or 

elucidate the function of uncharacterized pro-

teins.  

Various algorithms have been applied for the 

identification of protein complexes through pro-

tein – protein interaction networks. They can be 

divided in two big categories: those using a lo-

cal search strategy and those using a hierarchi-

cal one. In the first category, the first introduced 

algorithm in the field was the Molecular Complex 

Detection (Mcode) [42]. A year before the appear-

ance of Mcode, Enright et al. had introduced an 

algorithm called TRIBE-MCL [43] based on the 

Markov cluster algorithm (MCL), a previously de-

veloped algorithm for graph clustering. Besides 

that, King et al. suggested the RNSC algorithm 

[44] a cost-based local search algorithm. These 

two algorithms separate the whole protein inter-

action graph into clusters that represent protein 

families. This means that not even a single pro-

tein is discarded from the final results and several 

clusters can not be considered as protein com-

plexes. Nevertheless, the RNSC algorithm uses a 

filtering strategy to achieve the identification of 

protein complex candidates. Another algorithm 

of the local search approach is the Local Clique 

Merging Algorithm (LCMA) [45] which locates lo-

cal cliques in an interaction graph and subse-

quently tries to expand them.

On the other hand, all the hierarchical cluster-

ing algorithms are based on the concept of di-

viding the initial graph by removing the minimum 

set of edges. The Highly Connected Subgraph 

method (HCS) [46] separates a graph into sev-

eral subgraphs using minimum cuts and stops 

when the cut is bigger or equal to the number 

of the graph vertices divided by 2. Koyutürk sug-

gested the SIdeS algorithm [47] which uses the 

HCS algorithm philosophy; however the stopping 

criterion is based on the statistical significance 

of the derived subgraphs. More specifically, the 

SideS algorithm uses a framework for analyzing 

the occurrence of dense patterns in randomly 

generated graph-structured data with a view to 

assessing the significance of a pattern based 

on the statistical relationship between subgraph 

density and size.

The algorithms applied for the identification of 

protein complexes can be used to functionally 

annotate proteins. As it is presented in [48], iden-

tifying protein modules helps annotating unchar-

acterized proteins using the function shared by 

the majority of the module’s proteins. However, 

these methods are outperformed by more direct 

“methods” which infer the function of a protein 
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based on its connections in the network. Based 

on the principle that proteins that lie closer to one 

another in the protein – protein interaction graph 

are more likely to have similar function, they are 

simpler and more effective from the clustering 

approaches. They can be divided in those using 

the neighborhood of a protein [6], the approach-

es which are graph theoretic [49], the probabil-

istic ones [50] and those that integrate multiple 

data sources [51].

Tools for PPI graphs visualization
Availability of large scale experimental data and 

numerous approaches of extracting informa-

tion from PPI graphs enable the development of 

many software tools. The visualization of the vast 

volume of PPI data allows the observation of the 

whole proteome of an organism [52]. 

Among those tools being freely available for 

academic use, the most popular visualization 

tool is Cytoscape [53] in which a user can con-

struct his own graph or import PPI graphs from on-

line databases. Additionally, Cytoscape includes 

a flexible plugin architecture that enables de-

velopers to add extra functionality beyond that 

provided in the core. Another visualization tool is 

Medusa [54] which is based on the Fruchterman 

– Reingold algorithm [55]. However, it is less suited 

for the visualization of big datasets and its own 

text file format is not compatible with other visu-

alization tools. 2D and 3D representations are of-

fered by BioLayout Express 3D tool [56]. This tool 

is highly interactive and in the latest version, the 

MCL algorithm is hosted in this tool. Other visuali-

zation tools are VisANT [57] and PIVOT [58] which 

are best suited for visualizing protein –protein in-

teractions and identifying relationships between 

them.

Future perspectives and conlusions
Graph – based model can exploit global and lo-

cal characteristics of biology and more particu-

larly PPI graphs. Various algorithmic methods and 

tools have been developed in order to extract 

information using graph theoretic approaches. 

Figure 1. Snapshot of Cytoscape tool.
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Although the above methods of assessing 

the protein interactions reliability are useful and 

some of them exhibit encouraging results, there 

is still room for improvement. None of the exist-

ing methods gain both a high specificity and a 

good sensitivity at the same time. Data integra-

tion usually improves the results. However, differ-

ent biological sources represent different and 

apparently biased subsets of the true interactions 

and simply taking the union may lead to poor 

performance, while taking the intersection may 

result in a minimal overlap. New methods, able 

to cope with partial domain knowledge would 

be desirable. Supplementary to data integra-

tion, model integration could further enhance 

performance. Besides of accuracy issues, newly 

designed methods should allow for the interpret-

ability of the results. There are different and often 

contradicting opinions regarding the biological 

evidence that should be taken into account for 

the computation and the evaluation of the reli-

ability of protein-protein interactions. Researchers 

should be given the means to judge each fea-

ture’s contribution and to extract new explainable 

knowledge.

Another future aspect would be the use of het-

erogeneous source of data to construct weight-

ed graphs. This way, the above mentioned meth-

ods can offer better quality of information, while 

the results of PPI graph analysis would suffer by 

less error rate. Furthermore, working in the same 

direction, the variety of information that derives 

from PPI graph analysis could be retrieved by us-

ing web services tools. Web services enable pro-

grammers to build complex applications without 

the need to install and maintain the databases 

and analysis tools and without having to take on 

the financial overheads that accompany these. 

Moreover, Web services provide easier integra-

tion and interoperability among applications and 

the data they require. Finally, it would be interest-

ing to apply these methods in trancsriptomics or 

metabolomics, sections of research that are still 

in their infancy.
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